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ROB-ROS input link timeout TEST

I perform a test to find out which is the minimum value of the timeout below which the ROS input channel will give a timeout error.

What I am measuring basically is the different delay at which the L1A arrives to the ROBs and to the ROS.

The L1A will arrive to the ROBs and it will start processing the data that it has in its buffers and will send it to the ROS.
The L1A will arrive to the ROS and it will need to wait until the data is ready in the inputs FIFOs before starting the event processing.

This time should rougly be :

-the extra length of the TTC cables between the SC crate and the Minicrates (around 45 meters => 250 ns => 9 bxs)

-the length of the ROB-ROS copper LVDS cables (around 45 meters => 250 ns => 9 bxs)

-the time inside the Minicrate (ROBUS, ROLINK cable) => below 1-2 bx

-the processing time of the HPTDC, serializer, deserializer, input fifo (unknown)

In total it should be around 20 bxs (500 ns) => 0x14, although I see that it is slightly higher (0x1E => 30 bxs => 750 ns)

I start with the ROS configuration

5DDU_LHC_Feb2011_ROS_HR_NEVER-YB2S12

Which has a timeout value of 0xFF0 (0d4080 bxs = 102 us) (value used until now)

And change it to

5DDU_LHC_Feb2011_ROS_HR_NEVER-YB2S12-TO80

And I modify in the DB under DAQ/Configurations the CEROS configuration:

Timeout for All Channels of this Ceros:  = the timeout value. (ROS REGISTERS CEROS+0x16, 0x96, 0x116, 0x196, 0x216)
All the runs are testpulse runs.

I start with run 172332 and during the run I modify the timeout value in YB-2 top with the ROStalk:

	TIMEOUT VALUE
	decimal
	Equiv time
	RESULT

	Default 0xFF0
	4080
	102 us
	No timeout error

	0x7F8
	2040
	51 us
	No timeout error

	0x3fc
	1020
	25.5 us
	No timeout error

	0x1fe
	510
	12.75 us
	No timeout error

	0xFF
	255
	6.375 us
	No timeout error

	0x80
	128
	3.2 us
	No timeout error

	0x40
	64
	1.6 us
	No timeout error

	0x20
	32
	800 ns
	No timeout error

	0x10
	16
	400 ns
	TIMEOUT ERROR


Then I go into detail and I take various runs with different values according to the table:
	RUN
	Timeout value
	RESULT

	172334
	0x80
	No timeout error

	172335
	0x20
	No timeout error

	172336
	0x1F
	No timeout error

	172339
	0x1E
	TIMEOUT ERROR 0x1in a few S6 

	172338
	0x1D
	TIMEOUT ERROR 0x1 mostly in S6

	172337
	0x1C
	TIMEOUT ERROR 0x1 in most of sectors 5, 6, 7, 8

	172340
	0x10
	TIMEOUT ERROR BASICALLY EVERYWHERE


So, it is clear that the Minimum allowed value is 0x1F.
Sector 6 in particular in YB+2 is the longest delay.

The first ROB to start failing is ROB 0 of MB3, which is normal since it is the one that is further away from the CCB.

In run 172339, the first one to start failing are the following (Minicrates with longer delay):

	YB+2
	S6
	MB3
	rob 0

	YB+1
	S6
	MB1
	rob 0

	YB+1
	S6
	MB3
	rob 0

	YB0
	S6
	MB2
	rob 0

	YB0
	S6
	MB3
	rob 0

	YB-1
	S6
	MB3
	rob 0


With 0x10, basically all the ROBs fail, don´t get confused, the first ROB fails in the first L1A and the second ROB will only fail once the first ROB has been masked (in the following L1A). The first ROB to start failing is ROB 0 of MB3, which is normal since it is the one that is further away from the CCB.
I take run 172341 with all channels masked except the last ROB, I verify that it starts failing with similar thresholds (0x10).

I decide to put a TIMEOUT VALUE of 0x80 (3.2 us) which is around 4.2 times larger than the limit (0x1F). We should be safe while reducing the waiting time significantly from 102 us, a factor 32).

I NEED to repeat the test but for the DDU timeout, it is not clear to me which is the threshold time that the DDU needs before giving a timeout.

I need to switch off all the ROBs (worst case), put a timeout default for the ROS (0x80) and vary the DDU timeout until I get input channel timeout.

Cables between DDu and ROS should be 60 m TTC + 80 m fibers.
ROB-ROS MAX NUMBER OF WORDS TEST

I check that with testpulses if I put a value of 0 I get max words error. It is difficult because TP is only 4-8 hits/ROB and minimum is 1 block of 8 words 32.
Either case, I am convinced that it really cuts on the number of words.

Since the limit I have in the TDCs is 32 hits/event/TDC, the maximum number of words per ROB should not be higher than 134 w32 (=(32hit/TDC)*4+header+trailer+4*error word TDC)

The limit before was 0xFF = 0d255 = 2040 w32 per ROS input channel (/ROB).

I reduce it to 0x25 = 0d37 = 296 w32 /ROB.
