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1 Prologue

Charge Couples Devices, or CCDs, have many applications buta remarkable one is
their use in modern day astronomy. In the telescopes they produce amazing astronomi-
cal images. The aim of this work is to describe the system to characterize these devices
as well as some techniques to test them before being installed in the focal plane of the
Blanco telescope in Cerro Tololo (Chile). These tasks are done in the CCD testing
facility at Fermi National Accelerator Laboratory (Fermilab).

I was involved in Barcelona and Fermilab in the initial phasethat it is important
to learn and develop the infrastructure and experience for the production phase, when
the devices will be characterized to determine the best onesthat should populate the
focal plane. During the first phase in Barcelona, a CCD-testing dewar identical to
the Fermilab’s one was built to test the new electronics boards of the data acquisition
system that will be used in the instrument with CCDs. The workthat will be described
in this document includes the mechanical construction and the vacuum and cryogenic
system controlthat it used to cool down the devices.

This work also describeshow the engineering grade CCDs for DECam are com-
pared with the technical specifications for the Dark Energy Survey and how the camera
is calibrated. Detailed performance measurements for comparison with the specifica-
tions are presented for a few example CCDs. I will only describe the techniques and
methods in which I was involved and in which I took data. Theseare part of first stage
tests before the CCDs are installed in the focal plane. If thedevices pass these first
stage tests more detailed studies will be done.

2 Introduction and Overview

2.1 The DES Project

2.1.1 Theoretical Background. The Science Context of the Dark Energy Survey.

A critical research problem in cosmology is the need to understand the accelerating
expansion of the Universe. This acceleration requires something new called Dark En-
ergy, which could arise from the energy of the vacuum (the cosmological constant) or
a new ultra-light particle; alternatively it could indicate a flaw in Einstein’s General
Relativity, perhaps signaling that our three-dimensionalworld is embedded in a Uni-
verse of higher spatial dimensions. Any of these possibilities would represent a boost
in our current understanding of the nature of matter, energy, space, and time. In order
to sort out the possibilities and pin down the nature of the Dark Energy, we need to
make more precise measurements of its properties. The key property of dark energy
that determines the expansion history of the Universe is itsequation of state parameter,
w, the ratio of its effective pressure to its energy density. In order to precisely measure
w and its possible time evolution, a powerful new instrument is going to be built and a
flexible and responsive data management system to accompanyit.

The goal of the Dark Energy Survey (DES) is to perform a 5000 sq. deg. g, r, i,
z imaging survey of the Southern Galactic Cap in order to constrain the Dark Energy
equation-of-state parameterw = P/ρ to less than 5 % (statistical errors) in each of four
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complementary techniques and to begin to constrain the derivative ofw with respect to
the redshift (dw/dz). The four methods are: galaxy clusters, weak gravitationallens-
ing tomography, galaxy angular clustering, and supernova distances. By deriving the
four sets of measurements from the same data set with a commonanalysis framework,
it will be obtained important cross-checks of the systematic errors and thereby make a
substantial and robust advance in the precision of dark energy measurements.

2.1.2 The DES instrument (DECam)

Figure 1: DES Instrument

The survey will use the Blanco 4m telescope at Cerro Tololo Interamerican Observatory
(CTIO) in order to achieve the goal of surveying1/4of the Southern sky.

The major components of DECam are a 520 megapixel optical CCDcamera with
vacuum and cryogenic controls, a compact low noise CCD readout system housed in
actively cooled crates, a combination shutter-filter system to house the shutter, the four
DES filters (g, r, i, z) and slots for four additional filters that could be provided by
the observer community, and a wide-field optical corrector (2.20 field of view). The
imager and corrector barrels are supported as a single unit by a 6×6 hexapod that will
provide lateral adjustability as well as focus control.
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The DES survey strategy is based on taking multiple short exposures (100 - 400
s) and adding them together to reach the required depth in each filter pass-band. This
strategy minimizes the systematic uncertainties resulting from effects such as atmo-
spheric variations. In the first two years it is planned to tile the entire survey area
multiple times to enable early scientific results. To maximize the total time available
for exposures, we plan to read out the image CCDs while the telescope is slewing to a
new position. Current measurements indicate that the time it takes for a typical DES
slew of 2o is ∼ 35 s. Upgrades planned by CTIO for the telescope control system will
likely reduce this to 17 s. At the projected CCD readout rate of 250 kpix/sec, the total
readout will take17 s and will match the improved telescope slew time. The alignment
and focus CCDs are planned to be read out with the image CCDs toallow for image by
image corrections. Currently at the Blanco, observations are interrupted 2, 3 times per
night to correct the telescope focus; the corrector-primary mirror alignment is checked
and adjusted every few months. Experience with DECam on the Blanco will determine
the frequency at which corrections are needed to maintain the best image quality. The
guide CCDs need to provide signals to the telescope control systems at a rate of∼ 1
Hz. To achieve this rate, exposures of∼ 0.5 s are envisioned and only a small area
centered on the guide star will be read out.

The focal plane consists of 62 2048×4096 pixel CCD modules (0.27 ”/pixel) ar-
ranged in a hexagonal sensitive area. The schematic of the plane is shown in Fig. 2
compared with an image of the moon taken with the existing MOSAIC 8 CCD camera
at Blanco (CTIO). The DES focal plane, also has smaller format CCDs for guiding (G),
focusing (F) and alignment (WF) that are located at the edgesof the focal plane.
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Figure 2: DES Focal Plane

2.1.3 The DES CCDs. Characteristics, Background, Fabrication and Packaging.

The CCDs have a front-side, where all the gate structures andburied channel layers
are deposited, and a back-side, which is simply bulk silicongenerally covered with a
thin conductive layer. The devices thickness, of the order of 100-300µm, make these
chips relatively high in their susceptibility to detectionof cosmic rays. Because the
photons must first pass through the gate structures before they can be absorbed by the
silicon, front-side-illuminated CCDs have lower overall quantum efficiencies than the
back-side-illuminated devices.

In the latter CCDs the incoming photons can be absorbed directly into the bulk
silicon pixels without the interference of the gate structures. The advantages in this type
of CCD are that their relative quantum efficiency greatly exceeds the one of a front-side
device and the response of the detector to shorter wavelength light is improved since
the photons no longer need to pass through the pixel gates.

The quantum efficiency is the ratio of incident photons to generate electron-holes
pairs. To obtain z-band (700 nm to 1000 nm) images efficientlyfor high-redshift
(z∼ 1.3) galaxies, the fully depleted, high-resistivity, 250µm thick, 15µm pixel size
and back illuminated CCDs that have been designed and developed at the Lawrence
Berkeley National Laboratory (LBNL) have been selected. The thickness of the LBNL
design has two important implications for DES: fringing is eliminated, and the quan-
tum efficiency (QE) of these devices is > 50% in the z band, a factor of 5-10 higher
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than traditional thinned astronomical devices as is shown in Fig. 3.

Figure 3: Quantum efficiency of Thinned, Deep Depleted and LBNL high resistivity
CCDs.

The absorption length is the distance into the CCD where 63%(1 − e−1) of the
photons are absorbed at a specified wavelength, therefore the quantum efficiency is
related with this parameter or with the thickness of the CCD.The Fig. 4 shows the
calculated absorption length in silicon as a function of wavelength and how it increases
with that. At some photon energies the absorption length canbe more than 100µm
requiring thick CCDs to achieve high quantum efficiency in the near-infrared.

In thinned CCDs fringing arises due to multiple reflections at long wavelengths
when the absorption of the incident light is greater than theCCD thickness. In a thinned
CCD, the absorption length of light exceeds the thickness ofthe active region atλ &

870 nm, resulting in both fringing and decreasing QE for longer wavelengths. For this
250µm CCDs this occurs at more than 1000µm. A good blue response is reached by
choosing a back illuminated design so that no gate structureabsorbs the UV light. Fig.
5 shows a schematic cross section of the LBNL CCD compared with other conventional
designs. In this work the type of CCD that will be tested is thep-channel thick back
illuminated CCD although for the initial phase thicker p-channel CCDs of 650µm
have also been tested with front illumination. The latter are the same as the former but
without the processing to make them thinner and back illuminated.
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Figure 4: Absorption length versus wavelength for silicon.(LBLN graph)

Figure 5: Three CCDs types cross-sections.
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The cross-section on the right of Fig. 5 shows a conventionalthree-phase, triple
polysilicon gate CCD with buried channel that it is fabricated on a high-resistivity
n-type substrate. A bias voltage (substrate voltage) is applied to fully deplete the sub-
strate, which is typically 200-300µm. The effect of this bias it is to remove mobile
electrons from the extremely small number of phosphorous dopant atoms in silicon
creating an electric field, due to the the dopant atoms that are ionized and positively
charged. The field extends essentially all the way to the backside contact, depleting the
volume of the CCD substrate. Fig. 6 shows the modeled, 2-dimensional potential field
distribution within silicon. This potential in a fully depleted LBNL CCD directs the
photon-generated carriers into the traditional potentialwells formed by voltages on the
frontside CCD gate electrodes resulting in minimal transverse diffusion of carriers. The
resistivity, on the order of 10 kΩ/cm, allows for depletion depths of several hundreds
µm. The donor density of the material, ND is approximately (3.6-4.3)×1011cm−3.
This high resistivity starting material allows for fully depleted operation at reasonable
voltages,[1] and [7].

The backside has a 3-layer coating. The first layer is a very thin layer (10nm) of
n+ doped poly-Si used as an interface layer. The coating is followed by a layer of
Indium Tin oxide (ITO). The top layer consist of 100 nm SiO2. Both outer layers
are transparent for UV/Vis light and thickness of the SiO2 and the ITO was chosen to
minimize reflection. The ITO layer is also used as electrode to apply the bias voltage,
[1].

Figure 6: A 2D simulation showing the potential in a fully depleted LBNL CCD.
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The choice of p-channel over the more conventional n-channel was due to the pre-
vious experience with fabrication of charged-particle p-i-n detectors, where it is found
more straigthforward to produce low dark current devices. Unlike conventional CCDs
the charge carriers are holes, not electrons. P-channel CCDs are presently under study
for space applications due to the expected improvement in resistance to damaged pro-
duced by energy protons in the space environment [1].

The device schematic of a 2048×4096 pixel CCD is shown in Fig. 7. V and FS
indicate the vertical and framestore parallel clocks in theimaging and storage areas
respectively. In our case this last area is used as image area, typically connect FS1 to
V1, ..., to read out the entire CCD. These CCDs have two readout transistors or two
independent horizontal clock lines (H) that are labeled U and L respectively.

Figure 7: Device Schematic

The CCDs are packaged and tested at Fermilab, using the experience and infrastruc-
ture associated with the construction of silicon strip detectors for the Fermilab Teva-
tron program (see Ref.[9]). Early packaging effort emphasized construction of simple
pictureframe-style modules. Six different pictureframe types have been assembled,
allowing the testing of three different CCD sizes in either frontside or backside illumi-
nated configurations. Fig. 8 shows all six pictureframe types. The window opening
sizes and trace layouts correspond to the three different sensor sizes. The upper row is
front side illuminated and the bottom row is backside illuminated.
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The CCDs are held in place in the window opening by an aluminumnitride (AlN)
ceramic support piece that is epoxied to the pictureframe board. AlN is a good match to
silicon in thermal expansion coefficient and minimizes thermally induced distortions.
These devices have been extremely useful for gaining experience with CCD handling
and packaging and for development of the CCD testing facility.

Figure 8: Six different pictureframe package types.

The packaging used in the focal plane will be a 4-side buttable package, called the
pedestal package. The initial version of the pedestal package for the 2k×4k devices
builds on techniques developed by LBNL and Lick Observatory. Design of the pack-
ages for the guide and focus CCDs will follow the 2k×4k development. Some CCD
have been tested with this package until now.

The pedestal package consists of 4 main parts as shown in Fig.9. The CCD itself
is oriented with its backside, which has an antireflective coating, towards the incoming
light. This face must be flat and have a uniform height relative to the modules mounting
surface. A 37-pin Nanonics connector is located in the center of the device and is
accessed through a hole in the foot. A temporary shorting plug is inserted into the
connector.
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Figure 9: A complete pedestal package showing the CCD, the AlN readout board, the
AlN spacer and the Invar foot

2.2 CCD Testing and Characterization. Measured Parameters.

Technically the CCD must perform four primary tasks in generating an image. The
parameters or technical requirements to be measured in thisdocument are classified
within these four categories. These performance functionsare called:

1. Charge Generation: the ability of a CCD to intercept an incoming photon and
generate an electric charge.

2. Charge Collection: after the signal charge is generated,the CCD must be able to
immediately collect it in individual pixels.

3. Charge Transfer: the ability of moving the charges to the output port accom-
plished by manipulating voltage on a parallel sequence of gates that form a CCD
register.

4. Charge Measurement: the last major operation to occur during CCD imaging is
to measure the charge collected in each pixel producing a digital signal.

Tab. 1 gives an overview of the tests performed in this work. They give which CCD
functions are tested, what are the performance parameter used, the method or transfer
curve use to test these performance parameters and finally the required specification
for the performance parameters. In appendix A(see Sec. 7)the rest of the values used
in the project are presented. In most cases, these values aresimilar to standard values
in other CCDs. The exception is the quantum efficiency for which DES has a stronger
requirement.

13



CCD Function Performance Parameter Transfer Curve or Test method Specification

Charge Collection Full Well Capacity Photon Transfer > 130000 e−

Charge Transfer Charge Transfer Efficiency (CTE) X-Ray and EPER method > 0.99999
Charge Measurement nonlinearity Photon Transfer < 1 %

readout noise Photon Transfer ≤ 15 e−/pix

Table 1: CCD specifications

2.3 Testing Procedures in the Production Phase.

The complete suite of test comprise three stages. The first stage is performed on every
packaged CCDs and takes approximately one day. CCDs are discarded as they fail to
pass a testing stage in this process. At the peak of production at FNAL, four CCDs will
be tested per week. The testing stages are summarized below and will be described in
more detail in Sec. 4. An alternative method with a x-ray source for calibration and
CTI calculation is also described.

Testing Stage 1

1A. Photon Transfer Curve.

The photon transfer curve is obtained for each CCD. We compute the gain, linearity,
full well capacity and readout noise from it.

1B. Clock Rail Scan

The clock rail scan is performed to verify the technical requirement on charge transfer
inefficiency (CTI). Each of the four clock rails (horizontalupper and lower rail, vertical
upper and lower rail) used for the charge transfer between pixels is varied.

1C. Output Gate Transfer

The goal is to measure the voltage at which charge injection is produced in the device
as a function of Vref (reset drain voltage).

These measurements allow us to confirm that the operating bias voltages chosen
make sense and to learn how the performance of the detectors changes when the bias
voltages vary.

1D. Charge Pumping

Charge pumping studies will be done for each device with the objective of detecting
low level traps in our detector which will comply with the technical requirement TD.16.
The number of pumped lines will be varied as well as the illumination levels.

1E. Dark and Flat Exposures

These data will be used for quantifying cosmetic defects.
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Testing Stage 2

2A. Quantum Efficiency Measurements

The QE measurement will be done using a 6 position filter wheeland will measure
the absolute QE with a precision of 10% for the narrow band filters centered at 400,
500, 600, 800, 900, 1000 nm. A set of dark and flat exposures is taken for each filter
position, producing a total of 12 exposures. This step is done to verify TD.7.

2B. Charge diffusion Measurement

The current plan includes a charge diffusion measurement for each CCD that passes all
other tests. This measurement is done to certify the technical requirement TD.13. The
diffusion will be measured as a function of substrate voltage (Vsub).

2C. Temperature Scans

Once all the other tests are performed on the CCD, we will measure the QE at 1000nm
and the dark current levels as a function of temperature. These data will be used to
certify TD.8, TD.10 and TP1.

The device is removed from the CCD testing station after the Stage 1 and 2 tests. The
CCD could then be transferred to a flatness measurement station for Stage 3 Testing.

Stage 3 Testing

3A. Flatness measurement
Including cool-down and warm up, the test is the 2 to 3 days long. In order to

understand the need for this test in the future, we plan to accumulate data on flatness
for science packages which fail to readout. If needed, a measurement of flatness on
each CCD could be done.
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3 The Test Bench Set Up

3.1 Overview

In order to acomplish the CCD testing goals a device testing facility was built at Fer-
milab. For the purpose of CCD testing a special area of the Silicon Detector (SiDet)
facility at Fermilab was adapted for CCD operation. This includes controlled high
humidity ( > 40%), extensive Electrostatics Discharge (ESD) safety equipment and
automated LN2 supply.

The group Barcelona is in charge of some modifications of the front end electronics
to read the camera and collaborates in testing the CCDs with Fermilab. The group
is modifying the Master Control Board of the Monsoon readoutsystem to make it
accessible through an S-LINK optical fiber connection and a new Transition Board
for the Clock Board. A cryostat to test the electronic boardswith a CCD inside it at
cryogenic temperature was also built. The optical and electronic equipment to do the
electronic test that are explained in section 4 was developed. Give that the first goal at
Barcelona is to test the new boards there are fewer requirements in the laboratory than
at Fermilab although it is provided of ESD safety equipment.Latter on there will be a
clean room with controlled humidity and extensive ESD safety equipment to develop a
laboratory to characterize CCDs.

The temperature operating of the CCD is determined by the QE and dark counts
requirements. The QE increases with temperature especially at long wavelengths while
the dark counts decreases. The survey requirements on dark counts are achieved for
temperatures lower than 180 K. The current studies carried out at Fermilab show that a
good compromise is reached at a temperature of 173 K, see Ref.[5].

When the test started at Barcelona the best operating temperature had been not
defined yet. For our first tests explained here the operating temperature was 160 K.
Currently we are operating at 173 K.

The low operating temperature of the CCD require the use of a cryostat to hold
them and maintain them cold. The cryostat built at Barcelonawas design to be able to
hold CCD of differents sizes, 2k×4k, 2k×2k and 0.5k×1k to allow flexibility of tests.

The general sketch of the test bench is given in Fig. 10. The main system archi-
tecture is derived from the Quantum Efficiency test setups ofthe SNAP group and the
ESO group. The list of parts is in Sec.8.
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Figure 10: Test bench for electronic test.

3.2 CCD testing dewars

Five cryostats at Fermilab and one at Barcelona like the one shown in Fig. 12 have
been built. The dewars are cooled with LN2 and can be controlled to maintain a stable
temperature using proportional-integral-derivative (PID) loops.

The design of the dewar shown in Fig. 12 allows for a quick exchange of CCDs
which is a very important ingredient for the rate of testing that it is needed for this
project. The dewar has manual clamps that can be loosened by hand and give clear
access to the front, where the CCD is installed. Typically, once a CCD is loaded in
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the dewar it takes about 1 hour to produce a vacuum better than2×10−5 mbaror Torr.
This is important to ensure no contaminant freezes onto the CCD. At this point LN2

can be loaded and approximately 2 hours later the stable operating conditions at 160 K
are achieved. Fig. 11 shows a general sketch of the system.

Figure 11: General view of the cubes

Liquid nitrogen LN2 is introduced from the top. The front window allows the
complete illumination of a 6×3 cm area which corresponds to a 4096×2048 pixel
CCD for our pixel size. The exterior walls of the dewar are made of aluminum and
inside there is a Cu box that isolates the cold parts from the exterior walls. The front
cover is removed and the CCD is mounted inside in a picture frame or in a pedestal
package.

Fig. 15 shows a front view drawing of the cryostat without thecold plate and the
cold finger. The small diameter tube is used to vent the evaporated nitrogen. A valve
outside is used to control the flow of gas, setting in this way the level of LN2 inside the
dewar. The bigger diameter tube is used to fill it with LN2. The CCD is placed on the
cold plate and is cooled by thermal diffusion through the cold finger, as Fig. 16 shows.
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Figure 12: Dewar fully assembled

Figure 13: 512×1024 CCD illumination
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Figure 14: Dewar without front cover.

Figure 15: Inner cube
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Figure 16: Cold finger and cold plate before install inside the cube

3.3 Cryogenics and Vacuum

A desired vacuum pressure of2× 10−5 Torr or mbar is required in the cube to prevent
the contaminant to freeze onto the CCD. In order to achieved that, a turbomolecular
pump and a diaphragm pump as backing pump are used to remove most of the gas.
Once the ultimate pressure is achieved LN2 is poured in the deposit and the cryo pump
takes over to start the cooling while the rest of the pumps arestill on. The cryo pump
will also remove the water that is the majority gas load and the pressure will decrease
down to approximately 1×10−6 Torr. See Fig. 17. Note that the pressure scale is
logarithmic and the temperature is linear.

The turbo pump has a speed of 33 l/s but the effective value is reduced due to
conductance of the connection system. The total time to achieve the ultimate pressure
is approximately one hour.
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Figure 17: Pressure plot as a function of time and type of pumping.

At Barcelona the turbopump is separated from the diaphragm pump and it is put
at the back cover of the cube through a flexible hose of 0.25 m toavoid vibrations
and minimize the leak of the conductance because this last variable decreases with the
lenght of the pipe (see Fig. 18). Above the turbo pump there are a vacuum gauge and
a safety relief valve in case of a leak of LN2 inside the cryostat . A Display Control
Unit is connected to the vacuum gauge and turbo pump to control them and measure
the vacuum values.
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Figure 18: Vacuum system at the back of the cube.

Figure 19: Diaphragm pump and hose that connects with the turbo pump.

The QE at high wavelengthts is very dependent on temperatureas the QE stability
studies made at Fermilab show. To fulfill the requirement T-21 (QE instability less than
0.3% in 12-18 hours) is need a temperature stability of 1 K in the focal plane.

The Lakeshore temperature controller is used to maintain ata fixed point the tem-
perature of the cold plate where the CCD is. An independent, proportional-integral-
derivative (PID) control algorithm calculates the controloutput of the heater power
based on a temperature set point and feedback from the control sensor. The autotun-
ning feature of the model automates the tuning process in oursystem, although it can be
set manually to achieve better results and smaller fluctuations. In our system at 160 K
fluctuations below 1K are achieved with the autotunning system, see Fig. 20. As long
as the cooling system is operating the temperature of both sensors will approximate
and reduce the fluctuations.
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Figure 20: Temperature stabilization of cold plate at 160 K with PID automatically.

Fig. 21 shows the position of the temperature sensor and the heater for the control
loop (green rectangles are the heaters and the red squares are the sensors). The other
sensor is used to monitor the cold box temperature and the other heater is used to heat
the system in case of forced warm up before turning off the vacuum pump. Note that
the monitor sensor would be more useful if placed close to thevent tube to know the
temperature of the colder part of the cube and to study the temperature equilibrium of
the copper arm. The temperature of the two places will approximate and be equal when
this equilibrium is reached. This is because of the thermal conductance of heat along
the vent tube and the cold plate.

The controller has two control loops but only the first is usedto stabilize the tem-
perature. The two heaters are put inside a copper box and havea resistance of 25Ω.
The loop 1 has three ranges, two of them for low cooling power.For a given I, V and
R values the power is the minimum following the Eq. 1. The maximum power they
provide is 25 W in the higher range as they feature a maximum current of 1 A and a
heater output compliance of 50 V.

P = I2R = V 2/R (1)

In our system the minimum range is needed to stabilize the temperature given a
maximum power of 250mW. The second loop is a single range, variable DC voltage
that varies from 0 V to 10 V, but it is used as a voltage source for the heater instead of
using it to control the temperature. The output can source upto 1 A of current providing
a maximum of 4 W for heating. In order to warm the cold box faster the heater can be
switched to the loop 1 that provides more maximum power than the second.
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Figure 21: Cryogenic system.

The temperature sensors installed are temperature diodes.The are based on the
temperature dependence of the forward voltage across a p-n junction and can be used
from 1.4 K to 500 K. From 25 K to 500 K they have a nearly constantsensitivity of 2.3
mV/K. The sensors are mounted in a special semiconductor package easy to install with
a screw head. These sensors follow a known standard responsewithin a given tolerance
so it was not neccesary to calibrate them because a calibration data curve is provided
with the controller. Silicon diode sensors typically excite with a constant 10µA current
and their output is fairly large: 1 V at 77 K and 0.5 V at room temperature.

Note that sensors have an accuracy of 1.5 K or 15% depending onthe temperature
range. However such sensors will not be used in the scientificpackage to know exactly
the CCD temperature. They are only used in the early test set up with the picture frame
package.

The wire used for the heater is made of copper but for the sensor phosphor bronze is
used because has lower thermal conductivity that helps minimize the heat flow through
the leads in the sensor.

When the system is warm up can not be opened until its temperature reaches the
dew point.

The temperature stabilization is controlled by a Labview program that also collects
the temperature and the heater power data.
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3.4 Electronics

Figure 22: Monsoon Readout System with S-Link and 8-ChannelACQ Board.

The CCD readout is based upon the Monsoon system; this includes the software run-
ning in a PC under a Linux operating system, a DHE Monsoon crate with the Master
Control Board (MCB), the Clock Board (CB) and the CCD Acquisition Board. Mon-
soon is a very flexible system specifically designed for controlling large mosaic arrays.
To achieve the low noise specifications given changes to the production version of
Monsoon are being made but the detailed studies are not presented in this work.

The MCB is the system interface. It controls all backplane functions, such as read-
ing and writing to registers, as well as controlling the readout of the CCDs. Through
an optical fiber interface cable, it communicates with a hostcomputer. This commu-
nication link is currently based at Fermilab on mezzanine cards (Systran FibreXtreme
SL100/SL240 Series) which exist on the MCB and in the host computer. Some con-
cerns arose over the long term support and availability of the Systran product: there-
fore, work is underway in Barcelona to replace the present Systran link with S-Link.
S-Link is a well known open-source communication link also used in CERN experi-
ments.

The second type of Monsoon board being used in the CCD characterization tests
is the 8-channel CCD Acquisition Board (ACQ8). This board currently provides eight
channels to digitize the CCD video outputs as well as 32 bias voltages. In reviewing
this board, a redesign would create to reduce the number of overall boards required
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by the telescope system. Thus, a new design of 12-Channel CCDAcquisition Board
is being tested at Fermilab. Note that the data taken for thiswork were taken with the
8-channel board. This new board will provide for the readoutof 12 CCD video outputs,
the readout of the Resistance Temperature Detectors (RTDs)incorporated in the CCD
packaging, automatic control required for the erase mechanism, and the bias voltage
for the 6 CCDs readout.

The third type of Monsoon Board is the Clock Board (CB). This board was re-
designed to provide many more clock outputs and therefore was service to nine CCDs.
This last modified board is still under development thus the first CB is used in this
work.

3.5 Optical equipment

The optical setup described is designed to provide flat field images for tests that are
explained insection 4. The setup design in Barcelona and Fermilab are equal but with
different models of optical instrumentation. It includes alight source, a monochroma-
tor with a filter wheel, a shutter that controls the exposure time, a 6” integration sphere
that provides a uniform, parallel beam of normal incident light in the detector and a baf-
fle to propagate the light to the front cover of the CCD. Studies made at Fermilab show
that the uniformity of illumination varies a maximum of 2.2 %over 6 cm transverse to
the light source at a distance of 13 inches from the source anda maximum of 10.3 %
at 7 inches. Therefore the distance selected between the CCDand the output port of
the sphere is 13 inches. This setup is in the first stage because more optical studies are
needed to measure the quantum efficiency and diffusion as is doing at Fermilab and in
Barcelona.

3.6 Data Collecting

The images for the CCD characterization are automatically collected using Tcl/Tk
based software that communicates with the Monsoon Pixel Acquisition Node (PAN)
via network sockets. This allows the user to implement any sequence of exposures. A
metadata file is produced with the information for each image(voltage setting, expo-
sure time, etc).
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4 CCD Testing and Characterization

4.1 CCD performance. Output Transfer Gate Transfer

The operation of astronomical CCDs require the applicationof voltages according to
generated clock signals. Their characteristics determinethe performance of the CCD
in term of how charge is collected, transferred and measured(see section 2.2). For our
thick CCDs fabricated on high resistivity silicon, we have the advantage that we can
vary the clock signals to optimize the performance of some parameters while the nearly
independent substrate bias id used to achieve full depletion.

Given the importance of voltages and clock settings, we perform a test to determine
their optimal values prior to performing the characterization experiments to check the
fulfillment of the technical requirements. In our case all the operating voltages are
given by LBLN, see Tab.2, so this test is not strictly necessary and does not address
any specific technical requirement. These measurements allow us to confirm that the
operating voltages chosen make sense and to study how the performance of the detec-
tors changes when the bias voltages vary.

We begin this section by introducing CCD theory in the subsection 4.1.1. Then in
section 4.1.2 we explain in detail how we determine the channel potential inside the
CCD under the output gate.

In short, the sense node or output diode is the region where the signal is dumped
from the horizontal register allowing the measurement of the charge packet size as
a voltage. The goal is to measure the voltage at which charge is injectedfrom this
region into the serial (horizontal) register of the device as a function ofVref (reset
drain voltage). The injection is controlled by the output gate. This technique allows
the determination of the channel potential inside the CCD under the output gate and it
will be explained in detail in subsection 4.1.2.

Signal Signal Name Typical Voltages
Substrate Bias Vsub 40 V
Output Drain Vdd -22 V
Reset Drain Vref -12V
Output Gate Votg 3.5 V

Vertical Clocks V1, V2, V3 +5.5 V, -2.5 V, 5.5+V
Horizontal Clocks H1, H2, H3 +8.5 V, -3.5 V, 8.5 V

Transfer Gate Tg +5.5 V, -2.5 V
Summing Well SW -4 V

Table 2: LBNL CCD operational voltages.
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4.1.1 Introduction: Potential for an overdepleted CCD. TheBuried-Channel Po-
tential Well. Depletion and Charge Injection.

Figure 23: CCD cross section.

Fig. 23 shows the cross-section of the p-channel back illuminated CCD. The gate
insulator thickness isd, the junction depth is atyJ , and the thickness of the substrate is
yJ + yN . A one dimensional depletion-approximation solution to the Poisson equation
for a thick CCD with applied substrate bias is given in Ref.[1]. The potential VJ at the
buried-channel/substrate junction is approximately equal to the potential minimum and
is given by

VJ ≈ VG − VFB −
qNA

2εSi

y2
J(1 +

2ǫSid

ǫSio2
yJ

) (2)

which is independent of the substrate bias voltage.VG is the applied gate volt-
age, VFB is the flat-band voltage associate with fixed charge in the oxide layer,q the
electron charge,NA is the doping density in the p-channel of depthyJ , d is the gate
insulator thickness,ǫSi andǫSiO2

are the permittivities of silicon and silicon dioxide,
respectively. The third and fourth terms of equation 2 are the voltage drops across the
fully depleted channel and the voltage drop across the oxidewhen the channel is fully
depleted. This equation is valid forND ≪ NA andyN ≫ yJ +(ǫSi/ǫSiO2

)d as in our
CCDs. Equation 2 is a one-dimensional approximation to a decidedly two-dimensional
problem. Fig. 24 shows how the effect of the barrier phases slightly raises the value of
VJ when compared to the 1-D approximation. However, it is stilltrue that the potential
at the junction is a weak function of the substrate bias due tothe large difference in
doping between the channel and substrate and the use of a thick depleted substrate.
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Figure 24: Left: Calculated and simulated 1D potential versus depth for a CCD op-
erated in overdepletion. Bottom right: Calculated and simulated electric field versus
depth. Top right: 2D and 1D simulation for different values of Vsub

The p-buried channel must be completely depleted of majority carriers (holes) to
distinguish them from signal holes when generated.

The buried-channel can be thought of as an n-p junction with agate and insulator
(SiO2) at the exterior surface of the p-side, see Fig. 23 and Fig. 25.Two depletion
regions are created. One depletion region is formed around the n-p junction when
the detector is biased with a reference voltage Vref , and the second one appears at
the surface in the p-material as uncompensated acceptor ions when a voltage Votg (or
VG in Fig. 25) is applied to the gate. If the latter voltage is positive relatively to the
channel potential the holes will be repelled away from the surface. These negative
lattice charges induced by the gate cause the potential in the p-material to increase
abruptly as the surface is approached.
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Figure 25: CCD cross section of output region showing gate and n-p junction depletion
region.

For a fixed gate voltage, a Vref will be reached for which the two depletion merge
into one, extending from the surface completely throught the p-material and deep into
the n material. The point where the two depletion regions meet in the buried channel is
where the minimum channel potential Vmin is locally found. The potential is exactly
equal to Vref when the two regions merge. Vref is connected, through the reset switch,
to the output diode or sense node which is embedded in the p-buried channel.

Depletion must first take place under the output transfer gate before the other phases
of the array can be depleted of the majority carriers. Once the output transfer gate is
depleted, the output summing well and the horizontal and vertical registers can be
depleted simply by clocking them.

As long as the channel potential under the output transfer gate is higher than the
reference voltage, holes from the sense node will see a barrier and not move backward
into the array. Charge injection occurs when the channel potential under the output
transfer gate becomes equal to Vref .
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4.1.2 Effective Threshold. The Output Transfer Gate Transfer curve. Experi-
mental Results

The effective threshold, Veff , is one of the most important parameters measured when
characterizing CCDs. The relationship between the appliedtransfer gate voltageVOTG

(Votg) and the channel minimum potential Vmin when full p-channel depletion has
been established is:

Veff = Vmin − VOTG (3)

This parameter can be readily measured from an important transfer curve called
the Output Transfer Gate Transfer, see Fig. 26. This curve plots Vref as a function
of VOTG for those points where the charge injection takes place.The injection can be
reached by decreasing VOTG or increasing Vref . The results show that the voltages
are satisfactory because the operating point it is away fromthe charge injection region.

The charge injection break point defines Veff through the equation

Veff = Vref − VOT G
CI

(4)

where VOT G
CI

is the output transfer gate voltage when injection takes place and obeying
that Vmin = Vref when this effect occurs.

Figure 26: Output transfer Gate Transfer curve that shows charge injection region and
the operation point.
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Figure 27: Output transfer gate voltage require to cause charge injection for different
Vref .

The Fig. 27 shows the mean value of the signal measured in the overscan area of
100× 400 pixels as a function of VOTG for different values of Vref . When charge
injection is produced large deviation from pedestal valuesare seen. The breakpoints
seen in this figure are used to generate the Output Transfer Gate Transfer curve in Fig.
26. The data are taken from the back illuminated 2k×4k CCD called s1-11 CCD at
Fermilab. The errors bar are calculated but are small to be seen in this scale. The high
decrease of the mean to zero at Vref ≥ −9V is due to the saturation of the ADC.

Taking the black line that corresponds to Vref = -12 V and VOT G
CI

= 3V, the effective
threshold voltage is

Veff = Vref − VOT G
CI

= −12 − 3 = −15V
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TheVeff is a constant because of the linear relationship betweenVref andVOTG,
as can be seen directly measuring V_eff as a function of increasing V_ref values.

This conclusion it is probed looking at curves taken increasing the Vref values.
These results show that whenVOTG < Vref + 15V charge injection takes place.
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4.2 Photon Transfer

The photon transfer technique is one of the most valuable tools for calibrating, char-
acterizing, and optimizing performance. It is used to evaluate numerous CCD param-
eters in absolute terms. These parameters include full wellcapacity, linearity, pixel
no uniformity, readout noise, dark current, quantum yield,sensitivity, signal-to-noise
ratio, offset and dynamic range. In the next subsection, some of these parameters are
explained and measured. This is usually the first test performed in determining the
overall health of a new CCD system, because all the hardware and software must be
in perfect operating order. The photon transfer curve also gives the constant used to
convert relative digital numbers generated by the camera into absolute physical units
of electrons. This very important conversion constant is referred to as the ’camera gain
constant’, expressed in e−/ADU. The section 4.2.5 will show how the photon transfer
curves are generated and how the constant is found.

4.2.1 Photon Transfer Derivation

The schematic representation of a typical CCD camera is shown in Fig. 28. There
are five transfer functions, three are related to the CCD (interacting QE, quantum yield
and sensitivity of the sense node of the output amplifier) andtwo associated with the
off-chip signal processing circuitry (signal chain gain and ADC gain). The input of
the camera is given in units of incidents photons and the finaloutput is achieved by
encoding each pixel signal into a digital number S(ADU) thatin the case of the DES
camera is 18 bits wide.

Figure 28: CCD camera scheme.

The output signal S(ADU) that results for a given exposure period is given by:

S(ADU) = PQEIηiSvACCDA1A2 (5)
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whereP is the average number of incident photons per pixel,QEI the interacting
photons per incident photon,ηi is the quantum yield or number of electrons generated,
collected and transferred per interacting photon,Sv is the sensitivity of the sense node
(V/e−), ACCD is the output amplifier gain (V/V),A1 is the gain of the signal processor
(V/V) andA2 is the gain of the ADC (ADU/V).

To convert the output signal ADUs into fundamental physicalunits, it is necessary
to find the appropriate conversion factor. The photons with wavelengths longer than
400 nm generate singlee− − h+ pairs, so the quantum yield for our light range is
ηi = 1. Assuming a unity quantum yield, the Eq. 5 can be written as

S(ADU) = PQEI/K = PI/K (6)

wherePI is the number of interacting photons per pixel(PI = QEIP ) and1/K =
SvACCDA1A2

The constant K can now be determined by relating the output signal to its variance,
σ2. The variance of Eq.6 is found using the propagation of errorsformula,

σ2
S(ADU) =

[

∂S(ADU)

∂PI

]2

(σ2
PI

) +

[

∂S(ADU)

∂K

]2

(σ2
K) + σ2

R(ADU) (7)

where the variance is added of the output amplifier read noisefloor σ2
R(ADU).

Performing the required differentiation on Eq.7 and assuming that the constant K
has a negligible variance (i.e.σ2

K ≃ 0), the variance inS(ADU) is :

σ2
S(ADU) = (σPI/K)2 + σ2

R (8)

UsingσP
2
I = PI (photon statistics, Poisson) and Eq.7, the important expression to

convert output noise and signal measurements in ADU directly into units of electrons
is

K =
S(ADU)

σ2
S(ADU) − σ2

R(ADU)
(9)

where K is the camera gain constant measured ine−/ADU.
Assuming that read noise is also negligible (σR(ADU) ≪ σS )

K =
S(ADU)

σ2
S

(10)
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4.2.2 Photon Transfer Curve and Calculation of Gain

The photon transfer curve is the response of a CCD that is uniformly illuminated at
different levels of light. It is obtained for each CCD by setting the operating voltages
to the default values and taking pairs of flat fields for each exposure time. The exposure
time is increased and the signal level is measured in ADUs until saturation is reached.
The exposure time is the period when the shutter is opened or the CCD is exposed to
the light source. This is the standard procedure to obtain the gain for a device assuming
a fixed electronic noise and poisson statistics for the number of photons as described
above.

The Pixel Response Non Uniformity (PRNU) noise results fromsensitivity differ-
ences among pixels. Fabrication problems generate pixels with different responsivities.
The shot noise associated with random arrival of photons follow Poisson statistics,
however the PRNU noise is not governed by this statistics andis eliminated by simply
subtracting, pixel by pixel, two images taken one after the other at the same exposure
level. The assumption that the Poisson noise of the flat field photons themselvesσPI

,
is much greater than the read noise floor,σR is made too.

The photon transfer curve plots the variance of the measuredADUs as a function
of the exposure time:

• Variance dataσ2(ADU) on the ordinate axis are found by calculating the vari-
ance of an area of an image (150×100 pixels in our case) after pixel-to-pixel
nonuniformity is removed subtracting two images. A factor of 2 must be in-
cluded in the denominator when calculating the varianceσ2

S(ADU), because
when two identical images are subtracted or added the randomnoise or standard
deviation of the resulting frame increases by

√
2. The varianceσ2

s(ADU) of this
differenced frame is given by:

σ2
S(ADU) =

Npix
∑

i=1

[Si(ADU) − S(ADU)]2

2Npix

(11)

• The abscissa is proportional to the exposure time or the average number of inci-
dent photons and photo-generated charge per pixel element.It is the mean in an
area of an image (150×100 pixels in our case) that it is the result of two averaged
images with the same exposure time.

The Fig. 29 shows an example of this curve. The data are taken at Fermilab with
the back-illuminated CCD, s1-11, using a monochromatic light source at 800nm. The
errors bar for the abscissa and ordinate values are calculated but are small to be seen in
this scale.A linear fit to the data with the goodness of this fit is calculated to obtain the
camera gain constant following the Eq.10. The inverse of thegain constant(1/K) is
1.29±0.01 ADU/e−. Note that the variance decreases highly when saturation occurs.
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Figure 29: Photon Transfer Curve

An alternative method for obtaining this conversion factorbetween electrons and
ADU is to use an image taken with an Fe55 x-ray source as explained in Sec. 4.3.2.

4.2.3 Readout noise

The readout noise floor is obtained by computing the spatial root mean square, rms, of
the signal measured in the extended pixel region or serial overscan area of each output
channel. This quantity is measured in each pair of images forevery exposure time taken
in the photon transfer curve. It is very difficult to disentangle the noise of the external
electronic chain from the noise of the CCD on the chip amplifier, so it is preferred to
consider the noise of the whole electronic chain.

After measuring the gain, the readout noise is converted from analog-to-digital
units (ADU) to electrons.
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Figure 30: Histogram of the horizontal overscan area for s1-11 at 5.9µs/pixel.

The readout noise depends on the readout speed. The CCDs are tested at a nominal
readout speed of 4µs/pixel. At present at FNAL 8 electrons readout noise are achieved
at 3.7µs/pixel (a little better than the specifications on both accounts). The relevant
specification requiresσR ≤ 15 e− for a readout speed of 250 kpixel/s (corresponding
to 4µs/pixel). These specifications are satisfied but considering that the environment at
the telescope will be very different and probably noisier for the electronics with respect
to the lab, the goal ofσR ≤ 10 e− at that speed is achieved too.

An example of a histogram of overscan signal to calculate thenoise is shown in
Fig. 30. The noise value is approximately 13 e− at 5.9µs/pixel for a test made with
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the s1-11 CCD.

4.2.4 Non linearity and full well

Nonlinearity is a measurement of the camera gain constant asa function of signal.
Ideally there should be no dependence. In order to obtain thehigh precision that as-
tronomy and cosmology require nowadays, we need high sensitivities out to low level
signals and measurement uncertainties lower than 1%

The excellent linearity of these CCDs facilitates these requirements and allows im-
age subtraction and flat-fielding to eliminate the backgrounds and instrumental arti-
facts. The mean of the signal level as a function of the exposure time is represented so
the data obtained in the photon transfer curves are also usedto check the linearity in
the response of the device. An example of such study is shown in Fig. 31 with a linear
fit to the data (green line).
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Figure 31: Mean as a function of exposure time

The plot in Fig. 32 shows the number of electrons calculated with the conversion
factor or gain as a function of exposure time. In this case thedata was collected with a
gain setting selected to match the dynamic range of the readout electronics to approx-
imately 130000 e− value (green line). The errors in the mean are calculated butare
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small to be represented in these plots (∼ 100-1000 ADU).
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Figure 32: Charge Collected as a function of exposure time.

The full well or well capacity is the maximum charge level that the pixel can hold
and transfer. It is measured as charge level at which the CCD starts to show a deviation
from linearity of more than 1%. The relative residuals to thefit are shown in Fig.33.
These (red lines) are between± 1% for charge levels≤130000 e−.
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Figure 33: Relative residuals as a function of electrons

4.2.5 Photon Transfer Curve conclusions.

In each pair of images the pedestal and the readout noise is measured to test the correct
operation of the camera. Both should be constant during all the operation time. The
pedestal is the mean value of the signal in the overscan area.If the pedestal level shows
a smooth variation of amplitude over the course of the test itwill require overscan
correction to the individual frames for the linearity curve.

This setup is being forced to use a long integration time (up to 390 s in our tests)
for the higher signal level due to the slow shutter. This is a disadvantage on multiple
levels. Not only is the test likely to take long time, the density of cosmic rays make it
difficult to find a clear region. Nowadays at Fermilab the linearity test is done with an
ascending and descending sequence pairs of frames of shorter integration times. This
sequence is important to study and characterize easily the detector phenomena. The
erase mechanism is used to eliminate some detector phenomena as the residual image
produced by the saturation of the serial register after a saturated exposure. This makes
the charge move from it to the active region of the detector and could affect the linearity
curve. For that reason the ascending and descending sequence in the photon transfer
curve is a good method to detect that phenomenon.
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4.3 X-Ray Calibration

4.3.1 Introduction

A visible or near-infrared photon, interacting with silicon, generates a single e−- h+

pair. It would be instructive to observe the fate of such electron as it is drawn in the
potential well and then transfered until its converted to anoutput voltage. However, cur-
rent technology does not permit accurate measurements of such small charge. Instead,
CCD characterization employes relatively large numbers ofphotons and the resulting
data represents averages over a large number of pixels and are limited in their accuracy
by the intensity, focus and stability of the source. To circumvent these requirements
x-ray illumination to supplement visible light as calibration technique is used.

Soft x-ray photons (1 to 1000 Å) have much higher energy than do visible light
photons. Absorbed by silicon, this additional energy generate multiple e-h pairs in
the CCD. In contrast to the visible light case, the electronsare generated in a very
small cloud diameter, essentially a near perfect point source. The 5.9 keV photons
are absorbed∼30 µm (63% of photons are absorbed)into the devices and generates
a cloud of∼1620 carriers (the energy required to generate an electron-hole pair is
3.65 eV/e−for silicon) contained within a diameter of only∼ 0.4µm (full width at half
maximum FWHM).

Ideally, the charge from a single x-ray photon would be confined to a single pixel
(referred to a target pixel), and the surrounding pixels would contain no charge. In
practice, the photon is sometimes absorbed belowthe CCDs depletion layer, in a field-
free region. Charge generated there diffuses into neighboring pixels, an indicator of
degraded charge collection efficiency. Also, imperfect charge transfer causes some of
the charge from the target pixel to lag during successive transfers so that an x-ray event
exhibits a tail of deferred charge. The size and shape of thistail is a sensitive indicator
of charge transfer efficiency performance, see section 4.4.

X-RAY GENERATION

A Fe55 x-ray source is used for this calibration. This isotope is inherently unstable
and decays into a Mn atom when a K-shell electron is quantum mechanically absorbed
by the nucleus. An x-ray is generated when an electron drops from either the L- or
M-shell to fill the empty K-shell. This action in turn produces either a Kα(5.9 KeV)
or Kβ (6.5KeV) x-ray with a ratio of approximately 7 to 1. This ratio is important to
interpret the histograms of x-ray images because theKα is the most prominent.

4.3.2 X Ray Images and Gain Calculation

Fig. 34 presents an image of a flat field of Fe55 x-ray events taken with the 2k×4k
pixels pf-24-25 CCD. Each dot represents a measured electron and is positioned within
the pixel in which it was detected. A source of 100µC Fe55 is used because it is
physically small and can be placed a few inches from the CCD toprovide uniform
illumination. This is possible because the dewar used has anknob accessible from the
front face that when turned, presents the x-ray source to thefront of the CCD.
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Figure 34: Flat field image of Fe55 x-ray events.

An alternative method for obtaining the gain of the conversion factor between elec-
trons and ADU is the Fe55 x-ray spectrum. This technique and the technique to measure
the CTE that will be explained in section 4.4 is based on the assumption that the energy
deposited by an x-ray hit is restricted to one pixel. Becausethe DECam detectors are
250µm thick and back illuminated the charge diffusion makes the assumption of single
pixel hits non valid. The electron holes will travel severalhundredsµm through silicon
before they get collected in the gate structure. Depending on the strength of the deple-
tion field and the device thickness the charge packet can spread out and end up in more
than four pixels. However, these CCDs can be packaged as front illuminated detectors
and exposed to x-rays from the front to study CCDs with this method. In this case, the
x-ray generate e−- h+ pairs close to the gate structure. Only if an x-ray hits the edge
of the corner of one pixel, the resulting charge might spreadover several pixels. The
charge will usually be contained in one pixel. In most cases it won’t spread to more
than four pixels.

The Fig. 35 shows the x-ray spectrum measured for the detector with an exposure
of 40 s. The overscan has been subtracted. The plot shows two main peaks, the leftmost
one corresponding to the pedestal, only the dark counts collected in the pixel, and the
rightmost one corresponds to the 1620 e− deposited in single pixel hits by x-ray of 5.9
keV. A less significant peak corresponding to 6.5 keV is also seen.

Therefore the gain is directly derived from the measurementof the mean signal of
these two peaks in the histogram of the distribution of hits as Fig. 36 shows.
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Figure 35: X -ray spectrum with the overscan subtracted. TheKα andKβ are shown.
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Figure 36: Calculation of Kα and Kβ peaks.

The means and root mean square obtained when a fit to a Gaussianof the peaks is
made are:

Sα = 1790 ADU ;σSα
= 30 ADU

Sβ = 1960 ADU ;σSβ
= 30 ADU

Knowing that the generated electrons by Kα and Kβ lines are 1620 e− and 1778e−
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respectively, the gain for both calculations is 1.10±0.02 ADU/e−. The result obtained
with the photon transfer curve for this CCDis K = 1.12±0.01. The measurements
made with this two methods agree at the 1 sigma level. The x raymethod is somewhat
more inaccurate due to charge diffusion and the uncertainties in the calculation of the
peaks. However, it has the advantage of taking less time to obtain the gain value.

The error of the gain is very important in the determination of the quantum effi-
ciency, charge diffusion and traps. The QE parameter is the ratio of incident photons
to generated electron-hole pairs. Thus, uncertainties of the gain or the calibration are
very significant sources of systematic errors in the measurements of the QE.
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4.4 Charge Transfer Efficiency

The charge transfer efficiency CTE denotes how much of the charge in one pixel actu-
ally gets transferred into the next pixel in a three phase clocking time. The importance
of this parameter is easily understood if we take as an example a CCD with a CTE of
only 99%. In a 100×100 pixels large CCD the charge of one pixel might get shiftedas
often as 100 times in the vertical direction before it reaches the serial register. Now, if
during each clocking cycle one percent of the charge is lost,only 0.99100 = 0.37 = 37
% of the original charge reaches the serial register.

The biggest DES devices are about 2024×4096 pixels. With the readout system
the whorst is the case when the charge has to be shifted 4096 times. Obviously such a
device would be unusable with 99% CTE. Buried channel CCDs typically have a CTE
of 0.99999% or higher as it is obtained in the test.

Several methods exist to measure the CTE. In this work it is determined by both the
use of a Fe55 source and by the extended-pixel-edge-response (EPER Method). These
are explained with examples in Sec. 4.4.1 and Sec. 4.4.2 respectively.

4.4.1 X-Ray Transfer Method

X-ray transfer is the standard method in measuring absoluteCTE performance. If the
amount of electrons which result from a x-ray photon absorption is known, one can esti-
mate the CTE by simply comparing this number with the number of measured electrons
at the readout amplifier. The most prominent feature in the x-ray energy spectrum is a
5.9 keV line. In most x-ray hits all of the energy is depositedinto one pixel. The ratio of
measured charge with respect to expected as a function of pixel position in the detector
charge provides the charge transfer inefficiency (CTI). As explained before, because of
diffusion in 250µm-thick back illuminated CCD the charge is spread out. However,
the CTI is measured in packages built with the front side exposed (2024×4096 pixels
CCDs of 650µm thickness).

For thetransfer plot all columns or rows are stacked together in a single plot. The
vertical axisis expressed in ADU units. For the horizontal CTE the signal per pixel is
plotted vs. the column number or number of times that the charge has to be transferred
for one pixel to the other after the video signal is digitalized. For the vertical CTE the
abscissa is the row number or number of times to be transferred before being read out
at the sense node.

Fig. 37 shows thetransfer plot to measure the horizontal CTE (serial CTE) forthe
pf-24-25 CCD.The strong signal level seen ataround 1700 ADU represents the single-
event pixel line (Kα events). Signal below this dark band are x-ray events where the
charge was split into multiple pixels. The circles represent the mean of the position of
theKα peak, mean in ADU with the pedestal subtracted, in intervalsof 100 columns.
The slope of the Kα bands gives the horizontal measure of CTE.
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Figure 37: Horizontal x-ray transfer. ADUs in the Y-axis as afunction of column
number.
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Figure 38: Horizontal CTI measurement .
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Fig. 38 shows the fraction of charge measured for 5.9 keV ray peak as a function of
column number. A fit with the function 1-P1*x is made (blue line). The slope (P1) is
the horizontal CTI and x is the column number. Two example lines are shown for CTI
equal to 1×10−5 and 5×10−5. The relative values of the charge don’t show clearly
a decrease with the column number as it will be expected and its errors are too high
(±0.025). The data are consistent with CTI∼ 3x10−6 although the error in the slope
(5×10−4) is great enough to say only that the CTI could be lower than 5×10−4.

The same exercise for the vertical CTI of pf-24-24 CCD gives approximately a
value of 6×10−6 and also a great error in the slope (1×10−4). The results are shown
in Fig. 39 and Fig. 40.
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Figure 39: Vertical x-ray transfer. ADUs in the Y-axis as a function of row number.

The conclusion is that the errors in the slope using the x-raymethod are too high
and therefore one can only say that the CTI measured at the standard operating voltage
is consistent with CTI lower than 10−4. The main error sources are in the calculation
of the values that distinguish between the charge depositedby the x ray hits and the
pedestal value. They have a high standar deviation. The diffusion effect that makes the
charge packet spread out could also affect to this measurements. In addition, when CTE
> 0.99998 and NP > 1024 as in our case this method to obtain the transfer efficiency
becomes imprecise (i.e. the tilt in the line is difficult to measure) [4].

49



0.95

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

1.05

0 500 1000 1500 2000 2500 3000 3500 4000

P1  0.6346E-05

5E-5 1E-5

line number

re
la

tiv
e 

si
gn

al

Figure 40: Vertical CTI measurement.

4.4.2 The Extended Pixel Edge Response (EPER) Method.

The method used to calculate the CTI for the back-illuminated CCD is the Extended
Pixel Edge Response although the examples shown here are from a front illuminated
CCD to compare with the x-ray transfer results. The EPER begins with a flat field
exposure of 10 s with the subsequent readout of a number of trailing pixels which is
more than the physical number of pixels in the CCD in order to obtain overscan areas
in both directions. CTE is estimated by measuring the amountof deferred charge found
in the extended pixel areas.

In the EPER plot several rows or columns are averaged together to reduced the
noise and improve the S/N ratio in the overscan area. Then thepedestal or overscan is
subtracted and these data are normalized to the mean value inthe physical pixel area.
The ordinate axis value versus the column or row number is given by

Si−Soverscan

S

whereSi is the averaged signal en each column or row,Soverscan the averaged signal
of the overscan region andS is the mean signal of the physical pixel area with the
overscan subtracted. If

η = SD−Soverscan

S

where SD is the averaged signal at the first pixel in the overscan, thenCTE from an
EPER plot is defined as
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CTE = 1 − CTI = 1 − η/NP

whereNP is 1024 for the horizontal and 4096 for vertical CTI in 2k×4k pixels CCD,
read with two amplifiers. The charge for the last physical pixel has to be shifted 1024
and 4096 respectively before it is readout.

4.4.3 Clock Rail Scan. CTE Results with the EPER Method.

The CTI, in practice, depends on the levels of various CCD clocks. For this reason, a
single set of clock voltages for which all the CCDs pass the CTI technical requirement
(TD. 14 in Appendix A) for both horizontal and vertical clocks is found. These are the
operating voltages used.

In the Clock Rail Scan each of the four clock rails (horizontal upper and lower
rail, vertical upper and lower rail) used for the charge transfer between pixels is varied
between 0.5 V and 10 V in steps of 0.5 V. A 10 s exposure is taken for each voltage
level. This scan is performed to verify the technical requirement on charge transfer
efficiency. The CTI for a typical device is 10.7 at the operational voltages. Since a set of
clock levels is found that meets the requirements for every CCD, this step is not strictly
necessary. However, it is useful to verify the CTE and the noise dependence on the
clock level for each CCD. The test also allows to understand the possible dependence
of any defect on the clock levels.

EPER plots examples are shown in Fig. 41 and Fig. 42. They represent the tran-
sition between the readout of the physical pixels and the overscan as a function of the
horizontal barrier H+ phase and the collecting H- phase respectively for one amplifier.
In both figures the error bars are represented. For a perfect transfer efficiency the tran-
sition between the exposed area (columns lower than 181) andthe overscan should be
perfectly sharp, going from 1 to 0 in this scale. For H- the transition is always very
sharp corresponding to a good CTE.
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Figure 41: EPER plot for H+
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Figure 42: EPER plot for H-

The CTI is calculated with the values obtained in the EPER plot. The top plots of
Fig. 43 and Fig. 44 show the serial CTI as a function of the voltages. The requirement
value is achieved at barriers voltages (V+)higher than6 V and for all values of the
collecting voltages (H-), therefore in these CCDs the transfer efficiency is controlled
by the positive barrier phase. The collecting phase controls the optimum full well
capacity but this last will not be studied here in detail.

The results for the operating voltages show that the CTI is approximately equal in
both calculations, CTI = 1.9x10−7± 0.6x10−7 for H+ = 8.5 V and CTI = 1.2x10−7±
0.5x10−7 for H- = -3.5 V.
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Figure 43: CTI and noise for H+ values
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Figure 44: CTI and noise for H- values

At the bottom of the same figures the noise measured as a function of the horizontal
voltage H+ and H- is plotted. In the former the noise remains constant with H+ until
inversion is reached at 4V. At that point spurious charge is likely generated, resulting in
a noise increase. Therefore, the horizontal register is normally biased out of inversion.
However, in the latter the noise remains constant for the collecting phases.The red line
is the value imposed by the noise requirement. Therefore,the operation of our CCDs
with the values chosen for the H+ and H- voltages at the pixel rate used satisfy this
requirement.

For the calculation of the vertical CTI the same exercise is done. See Fig. 45 and
46.
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Figure 45: EPER plot for V+
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Figure 46: CTI and noise for V+ values

The CTI found at operating values (V+ = 5.5V) is approximately 8×10−8 ± 2×10−8.
Because of the increment of the effective size of the pixels of the last rows the signal
increases in the last rows of the physical pixel area. This effects is called glowing edge
and adds imprecision in the vertical inefficiency measurements.

4.4.4 CTE conclusions

The EPER technique must be used with caution because it is a relative CTE test tool.
It does not give an absolute measurement for CTE as the x-ray test does. However,
because of the high diffusion in back illuminated CCDs, the high values of Np and
CTE, the x-ray technique is imprecise too, therefore EPER isa valid technique for our
case and will be the testing method to measure the CTE in the production phase.

The EPER also overestimates CTE performance, sometimes significantly. A CCD
with a CTE problem will not show deferred charge as measured by EPER [4]. An
example would be a CCD damaged with neutrons that generates low level traps and
CTE degradation. The deferred charge tail is sometimes eliminated suggesting that
CTE has been enhanced by clocking faster. But the amplitude of the dark spikes (signal
test) induced by neutrons remain constant independent of clock rate. This indicate that
CTE is not improving, or the dark spike amplitude would increase. See ref. [4] for
details.

Despite the error sources in the EPER and x-ray methods that could explain the
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differences between the results obtained with both techniques for a front illuminated,
it is not possible to draw conclusions from the comparision of these measurements due
to the high errors found in the measurement of the charge deposited and its transfer-
ence with the x ray method. More studies (as diffusion in front and back illuminated
devices), new data and the reduction of the pedestal noise todistinguish the charge
deposited by the x ray should be performed. However, even with these improvement
plans this x ray technique could be still imprecise due to thehigh Np and CTE of these
CCDs.

The CTE is a parameter that also changes with transfer rate and with the illumina-
tion level. The effect of charge traps in the CTE is another test that should be studied
in the performance of the testing station.
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5 Conclusions

The main goal of this research work is to describe and understand a system to cool
down CCDs and to gain experience about some techniques to characterize the LBLN
CCDs. Some examples of these tests are explained with data that I took at Fermilab
and then analyzed. These CCDs will be employed in the Dark Energy Survey project.

In Barcelona (IEEC, IFAE) all the tools and instrumentationof chapter 3 was imple-
mented. That includes the mechanical construction of the dewar and the development
and control of the vacuum and the cooling system. Currently the setup is in an initial
phase to reduce the noise levels and improve the measurements. All the CCD testing
methods of the chapter 4 have also been tested in Barcelona with the S-Link optical
fiber connections. But due to noise levels and other error sources the examples are not
shown. The important thing is that the system built and developed in Barcelona is able
to do the tests described although further work has to be done. To characterize a CCD
more techniques have to be developed to satisfy the rest of the requirements and some
errors sources eliminated. For this purpose the optical setup and electronics has to be
developed and controlled.

The noise reduction is the first task that should be done although it is no easy and
requires the study of its variation with the readout speed. As it is explained in Sec.
4.2.5 an erase mechanism to eliminate the residual image produced by saturation of
the serial register is needed. This mechanism must be done after every test exposure
because could be an important error source in the linearity calculation, for instance.

Detailed studies of the cosmetic defects in the devices should be performed to com-
plete the Testing Stage 1 described in Sec. 2.3. These requirements are checked taking
long dark exposures, flat exposures at different light levels and by doing charge pump-
ing to detect traps. This last defect (traps) is an error source for the calculation of the
CTE value, for instance. For this reason, their positions and their mean values should
be measured.

Further analysis should be done to characterize a CCD and complete the Testing
Stage 2. For this purpose the measurement of the quantum efficiency and the diffusion
values will be performed as well as the temperature studies of the dark current and
quantum efficiency.

The measurement of the quantum efficiency takes a long time because first, the
optical setup must be well calibrated and provides flat field images with an uniform
and parallel beam light. The diffusion value will be measured as a function of the
substrate voltage. Different methods could be used, for instance, using a diffraction
pattern or an x ray source. The election of the method and its development could be an
interesting object of investigation.

It is very important to control automatically the instrumentation if the temperature
studies mentioned before and the rest of the testing stage 2 methods will be carried out.
Otherwise, many hours will be spent taking data.

In conclusion, all the parameters measured in this work are well understood and
satisfy the technical requirements at FNAL CCD Testing lab.These are the camera gain
constant (no requirement), the linearity, the full well andthe charge transfer efficiency.
Due to the high diffusion the use of an x ray source for the gainand CTE calculation
is not valid for the back illuminated CCDs that will populatethe camera. However,
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it could be used as a technique to measure the diffusion in this type of CCDs. In this
work the CTE and gain are also measured with an x ray source because the first tests
in the initial and training phase were done with front illuminated CCDs. An example
to compare their results with other techniques that use a light beam is explained. The
results given tell us that, although the calculation of the CTE is very inaccurate, the
gain result agree in both methods.

A complete report with the analysis results is done after theTesting Stage 1 data
are taken. It is important to mention that I have been involved in these tasks.
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7 Appendix A

The following table shows the technical specification for the DES CCDs.

Measurement DeCam Requirement Technical Specification

QE(g,r,i,z) 60%, 75%, 60%, 65% TD.7
QE Instability < 0.3% in 12-18 hrs TD.8, TD.9

QE Uniformity in focal plane < 5% in 12-18 hrs TD.10, TD.11
Full well capacity > 130.000 e- TD.2

Dark current < ~25 e-/hr/pixel TD.5
Persistence Erase mechanism TD.3
Read noise < 15 e- @ 250kpix/s TD.4, TD.12

Charge Transfer Inefficiency < 10−5 TD.6
Charge diffusion 1D σ< 7.5µm TD.13

Cosmetic Requirements # Bad pixels <0.5% TD.16
Non Linearity < 1% TD.1

Package Flatness See text. TD.14, TD.15

Table 3: Technical specifications for DES CCDs.
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8 Part List

INSTRUMENT MODEL NUMBER

Turbomolecular pump TMU 071 P Pfeiffer
Diaphragm pump MVP 015-4 Pfeiffer
Vacuum gauge PKR251 Pfeiffer Compact Full Range

Flow meter RMA-13-SSV
Relief Valve Circle Seal Controls 200 Series 1”

Temperature Controller Lakeshore Temperature Controller 332S
Temperature Sensor Lakeshore DT-471-ET Silicon Diode

Heater Lakeshore HTR-25-100 Heater Cartridge
Sensor wire non-magnetic wire 32 AWG

Table 4: Vacuum and cryogenic instrumentation.

INSTRUMENT MODEL NUMBER

Lamp Quartz Tungsten Halogen lamp
Power Supplies for Lamp Newport 68938

Filter Wheel Newport Oriel 74040
Condensing Lens Assembly Newport 60076

Electronic Shutter Newport 68938
Integrating Sphere Newport Oriel 70451

Baffle Fermilab

Table 5: Optical Instrumentation at Fermilab.

The Tab.5 list the instrumentation at Fermilab because the test data used in this work
were taken from there.
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