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1 Prologue

Charge Couples Devices, or CCDs, have many applicationa beimarkable one is
their use in modern day astronomy. In the telescopes theljupmamazing astronomi-
cal images. The aim of this work is to describe the system anatterize these devices
as well as some techniques to test them before being irssiallbe focal plane of the
Blanco telescope in Cerro Tololo (Chile). These tasks aredn the CCD testing
facility at Fermi National Accelerator Laboratory (Ferat).

| was involved in Barcelona and Fermilab in the initial phésat it is important
to learn and develop the infrastructure and experiencehtoptoduction phase, when
the devices will be characterized to determine the best tiregsshould populate the
focal plane. During the first phase in Barcelona, a CCD+gstlewar identical to
the Fermilab’s one was built to test the new electronics dmaf the data acquisition
system that will be used in the instrument with CCDs. The wthset will be described
in this document includes the mechanical construction kadracuum and cryogenic
system controthat it used to cool down the devices.

This work also describelsow the engineering grade CCDs for DECam are com-
pared with the technical specifications for the Dark Enengyw&y and how the camera
is calibrated. Detailed performance measurements for eosgn with the specifica-
tions are presented for a few example CCDs. | will only désethe techniques and
methods in which | was involved and in which | took data. Thasepart of first stage
tests before the CCDs are installed in the focal plane. Ifdénces pass these first
stage tests more detailed studies will be done.

2 Introduction and Overview

2.1 The DES Project
2.1.1 Theoretical Background. The Science Context of the DREnergy Survey.

A critical research problem in cosmology is the need to ustded the accelerating
expansion of the Universe. This acceleration requires #ungenew called Dark En-
ergy, which could arise from the energy of the vacuum (thenmdsgical constant) or
a new ultra-light particle; alternatively it could indiea& flaw in Einstein’s General
Relativity, perhaps signaling that our three-dimensianadlld is embedded in a Uni-
verse of higher spatial dimensions. Any of these possislitvould represent a boost
in our current understanding of the nature of matter, enesggce, and time. In order
to sort out the possibilities and pin down the nature of thekEnergy, we need to
make more precise measurements of its properties. The k@eqy of dark energy
that determines the expansion history of the Universe exjtetion of state parameter,
w, the ratio of its effective pressure to its energy densityorider to precisely measure
w and its possible time evolution, a powerful new instrumergaing to be built and a
flexible and responsive data management system to accortpany

The goal of the Dark Energy Survey (DES) is to perform a 5000d=y. g, I, i,
z imaging survey of the Southern Galactic Cap in order to waimsthe Dark Energy
equation-of-state parameter= P/p to less than 5 % (statistical errors) in each of four



complementary techniques and to begin to constrain theatee ofw with respect to
the redshift (dw/dz). The four methods are: galaxy clusters, weak gravitatitsme-
ing tomography, galaxy angular clustering, and superndstamces. By deriving the
four sets of measurements from the same data set with a comnadysis framework,
it will be obtained important cross-checks of the systecattiors and thereby make a
substantial and robust advance in the precision of darlggmaeasurements.

2.1.2 The DES instrument (DECam)

Figure 1: DES Instrument

The survey will use the Blanco 4m telescope at Cerro Toldkerbmerican Observatory
(CTIO) in order to achieve the goal of surveyihglof the Southern sky.

The major components of DECam are a 520 megapixel optical €&bera with
vacuum and cryogenic controls, a compact low noise CCD ngagistem housed in
actively cooled crates, a combination shutter-filter gyste house the shutter, the four
DES filters (g, 1, i, z) and slots for four additional filtersathcould be provided by
the observer community, and a wide-field optical correc2a2®(field of view). The
imager and corrector barrels are supported as a single yaitl 6 hexapod that will
provide lateral adjustability as well as focus control.



The DES survey strategy is based on taking multiple shorosxes (100 - 400
s) and adding them together to reach the required depth mféter pass-band. This
strategy minimizes the systematic uncertainties regultiom effects such as atmo-
spheric variations. In the first two years it is planned te the entire survey area
multiple times to enable early scientific results. To maxzienihe total time available
for exposures, we plan to read out the image CCDs while tlesdepe is slewing to a
new position. Current measurements indicate that the tirrekés for a typical DES
slew of 2 is ~ 35 s. Upgrades planned by CTIO for the telescope contro¢sysiill
likely reduce this to 17 s. At the projected CCD readout rédit25® kpix/sec, the total
readout will takel 7 s and will match the improved telescope slew time. The aligmim
and focus CCDs are planned to be read out with the image CCalbw for image by
image corrections. Currently at the Blanco, observatioasrderrupted 2, 3 times per
night to correct the telescope focus; the corrector-prymarror alignment is checked
and adjusted every few months. Experience with DECam on lgnecB will determine
the frequency at which corrections are needed to maintaibést image quality. The
guide CCDs need to provide signals to the telescope contsteis at a rate ofv 1
Hz. To achieve this rate, exposures &f 0.5 s are envisioned and only a small area
centered on the guide star will be read out.

The focal plane consists of 62 2048096 pixel CCD modules (0.27 "/pixel) ar-
ranged in a hexagonal sensitive area. The schematic of #me 4 shown in Fig. 2
compared with an image of the moon taken with the existing MIC3 CCD camera
at Blanco (CTIO). The DES focal plane, also has smaller foe@@Ds for guiding (G),
focusing (F) and alignment (WF) that are located at the edftee focal plane.
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Figure 2: DES Focal Plane

2.1.3 The DES CCDs. Characteristics, Background, Fabric&wn and Packaging.

The CCDs have a front-side, where all the gate structuresaridd channel layers
are deposited, and a back-side, which is simply bulk siligenerally covered with a
thin conductive layer. The devices thickness, of the ord@:06-300.:m, make these
chips relatively high in their susceptibility to detectioficosmic rays. Because the
photons must first pass through the gate structures befeyectin be absorbed by the
silicon, front-side-illuminated CCDs have lower overalleaptum efficiencies than the
back-side-illuminated devices.

In the latter CCDs the incoming photons can be absorbedthireto the bulk
silicon pixels without the interference of the gate struetu The advantages in this type
of CCD are that their relative quantum efficiency greatlyeeds the one of a front-side
device and the response of the detector to shorter wavéldigot is improved since
the photons no longer need to pass through the pixel gates.

The quantum efficiency is the ratio of incident photons toggate electron-holes
pairs. To obtain z-band (700 nm to 1000 nm) images efficiefatyhigh-redshift
(z~ 1.3) galaxies, the fully depleted, high-resistivity, 25 thick, 15um pixel size
and back illuminated CCDs that have been designed and gmatlat the Lawrence
Berkeley National Laboratory (LBNL) have been selectede fitickness of the LBNL
design has two important implications for DES: fringing Isrénated, and the quan-
tum efficiency (QE) of these devices is > 50% in the z band, tfaaf 5-10 higher



than traditional thinned astronomical devices as is showsg. 3.
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Figure 3: Quantum efficiency of Thinned, Deep Depleted andlLBigh resistivity
CCDs.

The absorption length is the distance into the CCD where 68% ¢~ ') of the
photons are absorbed at a specified wavelength, thereferguintum efficiency is
related with this parameter or with the thickness of the CTBe Fig. 4 shows the
calculated absorption length in silicon as a function of@lemgth and how it increases
with that. At some photon energies the absorption lengthbeamore than 10Q:m
requiring thick CCDs to achieve high quantum efficiency ie tiear-infrared.

In thinned CCDs fringing arises due to multiple reflectiondomg wavelengths
when the absorption of the incident light is greater tharG@® thickness. In a thinned
CCD, the absorption length of light exceeds the thicknesh®hctive region ak >
870 nm, resulting in both fringing and decreasing QE for Emgavelengths. For this
250 um CCDs this occurs at more than 100@. A good blue response is reached by
choosing a back illuminated design so that no gate struatserbs the UV light. Fig.
5 shows a schematic cross section of the LBNL CCD comparddotliter conventional
designs. In this work the type of CCD that will be tested is phehannel thick back
illuminated CCD although for the initial phase thicker pacmel CCDs of 65Q:m
have also been tested with front illumination. The latterthe same as the former but
without the processing to make them thinner and back illateid.
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The cross-section on the right of Fig. 5 shows a conventithmak-phase, triple
polysilicon gate CCD with buried channel that it is fabragton a high-resistivity
n-type substrate. A bias voltage (substrate voltage) iiepfo fully deplete the sub-
strate, which is typically 200-3Q0n. The effect of this bias it is to remove mobile
electrons from the extremely small number of phosphoroysmdbatoms in silicon
creating an electric field, due to the the dopant atoms theatomized and positively
charged. The field extends essentially all the way to thedidelcontact, depleting the
volume of the CCD substrate. Fig. 6 shows the modeled, 2+tkinaal potential field
distribution within silicon. This potential in a fully degpied LBNL CCD directs the
photon-generated carriers into the traditional potemi&lls formed by voltages on the
frontside CCD gate electrodes resulting in minimal transe@iffusion of carriers. The
resistivity, on the order of 10{k/cm, allows for depletion depths of several hundreds
um. The donor density of the material,pNis approximately (3.6-4.3)10''cm3.
This high resistivity starting material allows for fully gieted operation at reasonable
voltages,[1] and [7].

The backside has a 3-layer coating. The first layer is a venyldlyer (10nm) of
n™ doped poly-Si used as an interface layer. The coating isvi@t by a layer of
Indium Tin oxide (ITO). The top layer consist of 100 nm $iOBoth outer layers
are transparent for UV/Vis light and thickness of the S#nd the ITO was chosen to
minimize reflection. The ITO layer is also used as electrodapply the bias voltage,

1.
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Figure 6: A 2D simulation showing the potential in a fully deted LBNL CCD.
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The choice of p-channel over the more conventional n-cHamag due to the pre-
vious experience with fabrication of charged-particlerpeetectors, where it is found
more straigthforward to produce low dark current deviceslikeé conventional CCDs
the charge carriers are holes, not electrons. P-channes@@bpresently under study
for space applications due to the expected improvemensistesce to damaged pro-
duced by energy protons in the space environment [1].

The device schematic of a 2048096 pixel CCD is shown in Fig. 7. V and FS
indicate the vertical and framestore parallel clocks inithaging and storage areas
respectively. In our case this last area is used as imagetgpéeally connect FS1 to
V1, ..., to read out the entire CCD. These CCDs have two rdadausistors or two
independent horizontal clock lines (H) that are labeled t lanespectively.

2048 (H) = 4096 (V) pixels

3cm =6 cm

W o— IMAGING AREA —a W,

V; 0— —o ¥,

Wi 0— o V3

STORAGE AREA

FS]_D_ =2 Fgl

F5.0— —a FS,

FS3O_ 0 :FSg
& = > | ()

XX 3 %]

L u

H'_l HL".!_ H'_3 HU] HU! H'[.'5

Figure 7: Device Schematic

The CCDs are packaged and tested at Fermilab, using theexpeand infrastruc-
ture associated with the construction of silicon strip detes for the Fermilab Teva-
tron program (see Ref.[9]). Early packaging effort emphediconstruction of simple
pictureframe-style modules. Six different picturefrargpeis have been assembled,
allowing the testing of three different CCD sizes in eithentside or backside illumi-
nated configurations. Fig. 8 shows all six pictureframe $yp€Ehe window opening
sizes and trace layouts correspond to the three differesbseizes. The upper row is
front side illuminated and the bottom row is backside illaated.
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The CCDs are held in place in the window opening by an aluminiiride (AIN)
ceramic support piece that is epoxied to the picturefranaed?IN is a good match to
silicon in thermal expansion coefficient and minimizes thalty induced distortions.
These devices have been extremely useful for gaining exqpeziwith CCD handling
and packaging and for development of the CCD testing fgcilit

Figure 8: Six different pictureframe package types.

The packaging used in the focal plane will be a 4-side bugtpbtkage, called the
pedestal package. The initial version of the pedestal gpekar the 2k 4k devices
builds on techniques developed by LBNL and Lick Observatdrgsign of the pack-
ages for the guide and focus CCDs will follow thex2&k development. Some CCD
have been tested with this package until now.

The pedestal package consists of 4 main parts as shown i®Fithe CCD itself
is oriented with its backside, which has an antireflectivatiom, towards the incoming
light. This face must be flat and have a uniform height re¢atiithe modules mounting
surface. A 37-pin Nanonics connector is located in the ceonftéhe device and is
accessed through a hole in the foot. A temporary shorting @unserted into the
connector.

12
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Figure 9: A complete pedestal package showing the CCD, theréhdout board, the
AIN spacer and the Invar foot

2.2 CCD Testing and Characterization. Measured Parameters

Technically the CCD must perform four primary tasks in gaetiag an image. The
parameters or technical requirements to be measured imdlcisment are classified
within these four categories. These performance functoasalled:

1. Charge Generation: the ability of a CCD to intercept amiming photon and
generate an electric charge.

2. Charge Collection: after the signal charge is generétedz-CD must be able to
immediately collect it in individual pixels.

3. Charge Transfer: the ability of moving the charges to thgpuat port accom-
plished by manipulating voltage on a parallel sequence teflsghat form a CCD
register.

4. Charge Measurement: the last major operation to occimg@CD imaging is
to measure the charge collected in each pixel producingigabigignal.

Tab. 1 gives an overview of the tests performed in this workeyTgive which CCD
functions are tested, what are the performance parametdy tiee method or transfer
curve use to test these performance parameters and finallyetfuired specification
for the performance parameters. In appendi¢s@e Sec. 7the rest of the values used
in the project are presented. In most cases, these valussralar to standard values
in other CCDs. The exception is the quantum efficiency forcdWlDES has a stronger
requirement.
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| CCD Function | Performance Parameter | Transfer Curve or Test method | Specification |

Charge Collection Full Well Capacity Photon Transfer > 130000 e
Charge Transfer | Charge Transfer Efficiency (CTE)  X-Ray and EPER method > 0.99999

Charge Measurement nonlinearity Photon Transfer <1%
readout noise Photon Transfer < 15 e /pix

Table 1: CCD specifications

2.3 Testing Procedures in the Production Phase.

The complete suite of test comprise three stages. The gt $$ performed on every
packaged CCDs and takes approximately one day. CCDs amdéstas they fail to
pass a testing stage in this process. At the peak of produatieNAL, four CCDs will
be tested per week. The testing stages are summarized betbwilhbe described in
more detail in Sec. 4. An alternative method with a x-ray seuor calibration and
CTI calculation is also described.

Testing Stage 1

1A. Photon Transfer Curve.

The photon transfer curve is obtained for each CCD. We coeni gain, linearity,
full well capacity and readout noise from it.

1B. Clock Rail Scan

The clock rail scan is performed to verify the technical iegment on charge transfer
inefficiency (CTI). Each of the four clock rails (horizontgiper and lower rail, vertical
upper and lower rail) used for the charge transfer betweezigis varied.

1C. Output Gate Transfer

The goal is to measure the voltage at which charge injeci@maduced in the device
as a function of V. ; (reset drain voltage).

These measurements allow us to confirm that the operatirsgvbitages chosen
make sense and to learn how the performance of the detetianges when the bias
voltages vary.

1D. Charge Pumping

Charge pumping studies will be done for each device with thjeative of detecting
low level traps in our detector which will comply with the tetdcal requirement TD.16.
The number of pumped lines will be varied as well as the illuation levels.

1E. Dark and Flat Exposures

These data will be used for quantifying cosmetic defects.

14



Testing Stage 2

2A. Quantum Efficiency Measurements

The QE measurement will be done using a 6 position filter wheel will measure
the absolute QE with a precision of 10% for the narrow bandrfilcentered at 400,
500, 600, 800, 900, 1000 nm. A set of dark and flat exposuredkéntfor each filter
position, producing a total of 12 exposures. This step iedorverify TD.7.

2B. Charge diffusion Measurement

The current plan includes a charge diffusion measuremeegith CCD that passes all
other tests. This measurement is done to certify the teahréquirement TD.13. The
diffusion will be measured as a function of substrate vat@g,,,;).

2C. Temperature Scans

Once all the other tests are performed on the CCD, we will omegbe QE at 1000nm
and the dark current levels as a function of temperature.s&ldata will be used to
certify TD.8, TD.10 and TP1.

The device is removed from the CCD testing station after thge&1 and 2 tests. The
CCD could then be transferred to a flathess measuremermirsfatiStage 3 Testing.

Stage 3 Testing

3A. Flatness measurement

Including cool-down and warm up, the test is the 2 to 3 dayg.lom order to
understand the need for this test in the future, we plan taraotate data on flatness
for science packages which fail to readout. If needed, a ureagent of flathess on
each CCD could be done.

15



3 The Test Bench Set Up

3.1 Overview

In order to acomplish the CCD testing goals a device testgity was built at Fer-
milab. For the purpose of CCD testing a special area of thedBilDetector (SiDet)
facility at Fermilab was adapted for CCD operation. Thisludes controlled high
humidity ( > 40%), extensive Electrostatics Discharge ([ES&fety equipment and
automated LN supply.

The group Barcelona isiicharge of some modifications of the front end electronics
to read the camera and collaborates in testing the CCDs witmilab. The group
is modifying the Master Control Board of the Monsoon readsygtem to make it
accessible through an S-LINK optical fiber connection ancew firansition Board
for the Clock Board. A cryostat to test the electronic boawith a CCD inside it at
cryogenic temperature was also built. The optical and ela@t equipment to do the
electronic test that are explained in section 4 was devedlopése that the first goal at
Barcelona is to test the new boards there are fewer requirtsrirethe laboratory than
at Fermilab although it is provided of ESD safety equipméatter on there will be a
clean room with controlled humidity and extensive ESD saéefuipment to develop a
laboratory to characterize CCDs.

The temperature operating of the CCD is determined by the qgEdark counts
requirements. The QE increases with temperature espeatdding wavelengths while
the dark counts decreases. The survey requirements on danitscare achieved for
temperatures lower than 180 K. The current studies caruedtd-ermilab show that a
good compromise is reached at a temperature of 173 K, sefRef.

When the test started at Barcelona the best operating tamperhad been not
defined yet. For our first tests explained here the operatimgpérature was 160 K.
Currently we are operating at 173 K.

The low operating temperature of the CCD require the use af/astat to hold
them and maintain them cold. The cryostat built at Barcelwas design to be able to
hold CCD of differents sizes, 2kdk, 2kx 2k and 0.5k 1k to allow flexibility of tests.

The general sketch of the test bench is given in Fig. 10. The system archi-
tecture is derived from the Quantum Efficiency test setugh®SNAP group and the
ESO group. The list of parts is in Sec.8.
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Figure 10: Test bench for electronic test.

3.2 CCD testing dewars

supply

Five cryostats at Fermilab and one at Barcelona like the boens in Fig. 12 have
been built. The dewars are cooled with 4 Bind can be controlled to maintain a stable
temperature using proportional-integral-derivativedPlbops.
The design of the dewar shown in Fig. 12 allows for a quick exgje of CCDs
which is a very important ingredient for the rate of testihgttit is needed for this
project. The dewar has manual clamps that can be loosenedruydnd give clear
access to the front, where the CCD is installed. Typicalhceoa CCD is loaded in

17



the dewar it takes about 1 hour to produce a vacuum bette2thaf—> mbaror Torr.
This is important to ensure no contaminant freezes onto ®B.@\t this point LN,
can be loaded and approximately 2 hours later the stablatipgiconditions at 160 K
are achieved. Fig. 11 shows a general sketch of the system.

Fe55 source that can be Ne F’“f

hidden using this knob.

iquid Ne input

illumination

\fl.lsed silica window
detachable front

for easy access to
CCD

Figure 11: General view of the cubes

Liquid nitrogen LN, is introduced from the top. The front window allows the
complete illumination of a &3 cm area which corresponds to a 402®48 pixel
CCD for our pixel size. The exterior walls of the dewar are maélaluminum and
inside there is a Cu box that isolates the cold parts from xterier walls. The front
cover is removed and the CCD is mounted inside in a pictumadrar in a pedestal
package.

Fig. 15 shows a front view drawing of the cryostat without tioéd plate and the
cold finger. The small diameter tube is used to vent the eapdmitrogen. A valve
outside is used to control the flow of gas, setting in this vieylével of LN, inside the
dewar. The bigger diameter tube is used to fill it withd.N'he CCD is placed on the
cold plate and is cooled by thermal diffusion through theldwiger, as Fig. 16 shows.
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Figure 12: Dewar fully assembled

Figure 13: 5121024 CCD illumination
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Figure 14: Dewar without front cover.

Figure 15: Inner cube
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Figure 16: Cold finger and cold plate before install inside¢hbe

3.3 Cryogenics and Vacuum

A desired vacuum pressure®df 10~° Torr or mbar is required in the cube to prevent
the contaminant to freeze onto the CCD. In order to achiefiet] & turbomolecular
pump and a diaphragm pump as backing pump are used to remateointhe gas.
Once the ultimate pressure is achieved,lidlpoured in the deposit and the cryo pump
takes over to start the cooling while the rest of the pumpsglteon. The cryo pump
will also remove the water that is the majority gas load ardptessure will decrease
down to approximately £10~% Torr. See Fig. 17. Note that the pressure scale is
logarithmic and the temperature is linear.

The turbo pump has a speed of 33 I/s but the effective valuedsaed due to
conductance of the connection system. The total time tcemehihe ultimate pressure
is approximately one hour.
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Figure 17: Pressure plot as a function of time and type of pngip

At Barcelona the turbopump is separated from the diaphragmppand it is put
at the back cover of the cube through a flexible hose of 0.25 avéid vibrations
and minimize the leak of the conductance because this lasti@a decreases with the
lenght of the pipe (see Fig. 18). Above the turbo pump thezearacuum gauge and
a safety relief valve in case of a leak of Lhside the cryostat . A Display Control
Unit is connected to the vacuum gauge and turbo pump to dahem and measure
the vacuum values.
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Figure 18: Vacuum system at the back of the cube.

Figure 19: Diaphragm pump and hose that connects with tihe fpump.

The QE at high wavelengthts is very dependent on temperasuttee QE stability
studies made at Fermilab show. To fulfill the requiremeniTQE instability less than
0.3% in 12-18 hours) is need a temperature stability of 1 Kianfocal plane.

The Lakeshore temperature controller is used to maintaarfiaed point the tem-
perature of the cold plate where the CCD is. An independenfgtional-integral-
derivative (PID) control algorithm calculates the contooitput of the heater power
based on a temperature set point and feedback from the teatrsor. The autotun-
ning feature of the model automates the tuning process isya@tem, although it can be
set manually to achieve better results and smaller flucnsatiln our system at 160 K
fluctuations below 1K are achieved with the autotunningeysisee Fig. 20. As long
as the cooling system is operating the temperature of batbose will approximate
and reduce the fluctuations.
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Figure 20: Temperature stabilization of cold plate at 160ifWID automatically.

Fig. 21 shows the position of the temperature sensor andeatehfor the control
loop (green rectangles are the heaters and the red squartteeagensors). The other
sensor is used to monitor the cold box temperature and thee bdater is used to heat
the system in case of forced warm up before turning off theivatpump. Note that
the monitor sensor would be more useful if placed close toséme tube to know the
temperature of the colder part of the cube and to study thpeesture equilibrium of
the copper arm. The temperature of the two places will apprate and be equal when
this equilibrium is reached. This is because of the thermatiactance of heat along
the vent tube and the cold plate.

The controller has two control loops but only the first is usedtabilize the tem-
perature. The two heaters are put inside a copper box andahagistance of 29.
The loop 1 has three ranges, two of them for low cooling power.a given |, V and
R values the power is the minimum following the Eq. 1. The maxin power they
provide is 25 W in the higher range as they feature a maximumeotiof 1 A and a
heater output compliance of 50 V.

P=I’R=V?/R 1)

In our system the minimum range is needed to stabilize the@éeature given a
maximum power of 250mW. The second loop is a single rangéablarDC voltage
that varies from O V to 10 V, but it is used as a voltage sourcée heater instead of
using it to control the temperature. The output can sourde QA of current providing
a maximum of 4 W for heating. In order to warm the cold box fatite heater can be
switched to the loop 1 that provides more maximum power tharseécond.
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Figure 21: Cryogenic system.

The temperature sensors installed are temperature diddes.are based on the
temperature dependence of the forward voltage across aipetign and can be used
from 1.4 Kto 500 K. From 25 K to 500 K they have a nearly conssamisitivity of 2.3
mV/K. The sensors are mounted in a special semiconduct&agaceasy to install with
a screw head. These sensors follow a known standard respihsea given tolerance
S0 it was not neccesary to calibrate them because a catibrddita curve is provided
with the controller. Silicon diode sensors typically eraitith a constant 0A current
and their output is fairly large: 1 V at 77 K and 0.5 V at room paErature.

Note that sensors have an accuracy of 1.5 K or 15% dependitigedamperature
range. However such sensors will not be used in the sciepéfikage to know exactly
the CCD temperature. They are only used in the early tesipseith the picture frame
package.

The wire used for the heater is made of copper but for the s@hesphor bronze is
used because has lower thermal conductivity that helpgmiierithe heat flow through
the leads in the sensor.

When the system is warm up can not be opened until its temperedaches the
dew point.

The temperature stabilization is controlled by a Labvieagpam that also collects
the temperature and the heater power data.
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3.4 Electronics
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Figure 22: Monsoon Readout System with S-Link and 8-ChaA@G€) Board.

The CCD readout is based upon the Monsoon system; this iesliee software run-
ning in a PC under a Linux operating system, a DHE Monsooreaxéth the Master
Control Board (MCB), the Clock Board (CB) and the CCD Acqtiisi Board. Mon-
soon is a very flexible system specifically designed for ailirig large mosaic arrays.
To achieve the low noise specifications given changes to tbdugtion version of
Monsoon are being made but the detailed studies are notpeesia this work.

The MCB is the system interface. It controls all backplamefions, such as read-
ing and writing to registers, as well as controlling the @atdbf the CCDs. Through
an optical fiber interface cable, it communicates with a lvostputer. This commu-
nication link is currently based at Fermilab on mezzanird€éSystran FibreXtreme
SL100/SL240 Series) which exist on the MCB and in the hostmaer. Some con-
cerns arose over the long term support and availability efSfstran product: there-
fore, work is underway in Barcelona to replace the presestr&8y link with S-Link.
S-Link is a well known open-source communication link alsediin CERN experi-
ments.

The second type of Monsoon board being used in the CCD clesization tests
is the 8-channel CCD Acquisition Board (ACQ8). This boardrently provides eight
channels to digitize the CCD video outputs as well as 32 bitages. In reviewing
this board, a redesign would create to reduce the numbererih\boards required
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by the telescope system. Thus, a new design of 12-Channel &gDisition Board
is being tested at Fermilab. Note that the data taken fomtbik were taken with the
8-channel board. This new board will provide for the readdd?2 CCD video outputs,
the readout of the Resistance Temperature Detectors (RiB®porated in the CCD
packaging, automatic control required for the erase masimrand the bias voltage
for the 6 CCDs readout.

The third type of Monsoon Board is the Clock Board (CB). Thiatd was re-
designed to provide many more clock outputs and therefoseseevice to nine CCDs.
This last modified board is still under development thus the £B is used in this
work.

3.5 Optical equipment

The optical setup described is designed to provide flat fielages for tests that are
explained insection 4. The setup design in Barcelona and Fermilab ara bgtiwith
different models of optical instrumentation. It includekiggnt source, a monochroma-
tor with a filter wheel, a shutter that controls the exposimeta 6” integration sphere
that provides a uniform, parallel beam of normal incidegttiin the detector and a baf-
fle to propagate the light to the front cover of the CCD. Stadiwade at Fermilab show
that the uniformity of illumination varies a maximum of 2.2dger 6 cm transverse to
the light source at a distance of 13 inches from the sourceandximum of 10.3 %
at 7 inches. Therefore the distance selected between thea@@Ehe output port of
the sphere is 13 inches. This setup is in the first stage becaore optical studies are
needed to measure the quantum efficiency and diffusion asng @t Fermilab and in
Barcelona.

3.6 Data Collecting

The images for the CCD characterization are automaticalliected using Tcl/Tk
based software that communicates with the Monsoon Pixeuisidgpn Node (PAN)
via network sockets. This allows the user to implement anyeece of exposures. A
metadata file is produced with the information for each im@ggétage setting, expo-
sure time, etc).
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4 CCD Testing and Characterization

4.1 CCD performance. Output Transfer Gate Transfer

The operation of astronomical CCDs require the applicatiforoltages according to
generated clock signals. Their characteristics deterthiagerformance of the CCD
in term of how charge is collected, transferred and meadgesisection 2.2). For our
thick CCDs fabricated on high resistivity silicon, we habe advantage that we can
vary the clock signals to optimize the performance of sommampaters while the nearly
independent substrate bias id used to achieve full depletio

Given the importance of voltages and clock settings, weoperf test to determine
their optimal values prior to performing the characteimaexperiments to check the
fulfillment of the technical requirements. In our case a# thperating voltages are
given by LBLN, see Tab.2, so this test is not strictly necassad does not address
any specific technical requirement. These measurements ai to confirm that the
operating voltages chosen make sense and to study how tioerpance of the detec-
tors changes when the bias voltages vary.

We begin this section by introducing CCD theory in the sutisaet.1.1. Then in
section 4.1.2 we explain in detail how we determine the chbhpatential inside the
CCD under the output gate.

In short, the sense node or output diode is the region whersitimal is dumped
from the horizontal register allowing the measurement ef tharge packet size as
a voltage. The goal is to measure the voltage at which charge is injeftted this
region into the serial (horizontal) register of the deviseaafunction ofV,.., (reset
drain voltage). The injection is controlled by the outputegaThis technique allows
the determination of the channel potential inside the CCBeuthe output gate and it
will be explained in detail in subsection 4.1.2.

| Signal | Signal Name| Typical Voltages |
Substrate Bias Vub 40V
Output Drain Va4 22V
Reset Drain \ -12v
Output Gate Voig 35V

Vertical Clocks V1,V2,V3 | +5.5V,-2.5V, 5.5+V
Horizontal Clocks| H1,H2,H3 | +8.5V,-3.5V,85V

Transfer Gate Tg +5.5V,-25V

Summing Well SW -4V

Table 2: LBNL CCD operational voltages.
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4.1.1 Introduction: Potential for an overdepleted CCD. TheBuried-Channel Po-
tential Well. Depletion and Charge Injection.

o— [Si0z| p Si n- 5i —a
Vo — Ves Vaun
—-d 0 ¥, Y+ ¥y
=5

Figure 23: CCD cross section.

Fig. 23 shows the cross-section of the p-channel back ittateid CCD. The gate
insulator thickness ig, the junction depth is at;, and the thickness of the substrate is
ys +yn. A one dimensional depletion-approximation solution ® Boisson equation
for a thick CCD with applied substrate bias is given in Rdf.lhe potential \; at the
buried-channel/substrate junction is approximately egpuite potential minimum and
is given by

qN 4 2€g;d
21+ —2) )

VicVg—Vip — Y.
2eg; €SiogYJ

which is independent of the substrate bias voltayfg. is the applied gate volt-
age, Vg is the flat-band voltage associate with fixed charge in thdelayer,q the
electron chargelN 4 is the doping density in the p-channel of depth d is the gate
insulator thickness;s; andeg;o, are the permittivities of silicon and silicon dioxide,
respectively. The third and fourth terms of equation 2 aeavititage drops across the
fully depleted channel and the voltage drop across the oxiten the channel is fully
depleted. This equation is valid fof p < N4 andyn > v+ (esi/€esio, )d asin our
CCDs. Equation 2 is a one-dimensional approximation to aeety two-dimensional
problem. Fig. 24 shows how the effect of the barrier phasgktsf raises the value of
V; when compared to the 1-D approximation. However, it is 8iilé that the potential
at the junction is a weak function of the substrate bias dubedarge difference in
doping between the channel and substrate and the use okal#pteted substrate.
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Figure 24: Left: Calculated and simulated 1D potential werdepth for a CCD op-
erated in overdepletion. Bottom right: Calculated and $ited electric field versus
depth. Top right: 2D and 1D simulation for different valuésg,,;,

The p-buried channel must be completely depleted of mgjostriers (holes) to
distinguish them from signal holes when generated.

The buried-channel can be thought of as an n-p junction wghte and insulator
(Si0O,) at the exterior surface of the p-side, see Fig. 23 and Fig. T2 depletion
regions are created. One depletion region is formed arol@dip junction when
the detector is biased with a reference voltagesy and the second one appears at
the surface in the p-material as uncompensated accep®niben a voltage ¥, (or
V¢ in Fig. 25) is applied to the gate. If the latter voltage isipes relatively to the
channel potential the holes will be repelled away from thdag@. These negative
lattice charges induced by the gate cause the potentialeirptmaterial to increase
abruptly as the surface is approached.
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Figure 25: CCD cross section of output region showing gatienap junction depletion
region.

For a fixed gate voltage, a,V; will be reached for which the two depletion merge
into one, extending from the surface completely througbtgtimaterial and deep into
the n material. The point where the two depletion regionstimetbe buried channel is
where the minimum channel potential,y, is locally found. The potential is exactly
equalto V..; when the two regions merge..} is connected, through the reset switch,
to the output diode or sense node which is embedded in theipelbchannel.

Depletion must first take place under the output transferigefore the other phases
of the array can be depleted of the majority carriers. Oneeothtput transfer gate is
depleted, the output summing well and the horizontal andicadrregisters can be
depleted simply by clocking them.

As long as the channel potential under the output transfer igehigher than the
reference voltage, holes from the sense node will see aebamnd not move backward
into the array. Charge injection occurs when the channeanii@ under the output
transfer gate becomes equal te.Y.
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4.1.2 Effective Threshold. The Output Transfer Gate Transér curve. Experi-
mental Results

The effective threshold, 3, is one of the most important parameters measured when
characterizing CCDs. The relationship between the applgetsfer gate voltagéo ¢
(Vorg) and the channel minimum potential,,, when full p-channel depletion has
been established is:

Verr = Vinin — Vora 3

This parameter can be readily measured from an importamséfeacurve called
the Output Transfer Gate Transfer, see Fig. 26. This cumwes M. as a function
of Vore for those points where the charge injection takes plate. injection can be
reached by decreasingo¥.¢ or increasing V.. The results show that the voltages
are satisfactory because the operating point it is away fhanecharge injection region.

The charge injection break point defines;Y through the equation

Verp = ‘/'r‘ef_v% (4)

where V% is the output transfer gate voltage when injection takesgaand obeying
that V,,.in, = V,.cy When this effect occurs.

Output Transfer Gate

-B CHARGE JNJECTION |
REGION i

-10

Reference Voltage (V)

4~—*.""’;H Operating Point

-12 —

-14

o 2 4 B B 10
Output Transfer Gate (V)

Figure 26: Output transfer Gate Transfer curve that showsgehinjection region and
the operation point.
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Figure 27: Output transfer gate voltage require to causegehajection for different
Vet .

The Fig. 27 shows the mean value of the signal measured invéérsean area of
100x 400 pixels as a function of ¥y for different values of V.r. When charge
injection is produced large deviation from pedestal valuesseen. The breakpoints
seen in this figure are used to generate the Output TransferT@&nsfer curve in Fig.
26. The data are taken from the back illuminateck2k CCD called s1-11 CCD at
Fermilab. The errors bar are calculated but are small to &e isethis scale. The high
decrease of the mean to zero gt ¥ > —9V is due to the saturation of the ADC.

Taking the black line that corresponds tp.yY =-12 V and Vom =3V, the effective
threshold voltage is

Ver = Vies = Vore = =12 -3 = —15V
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TheV,;+ is a constant because of the linear relationship betwggnandVorg,
as can be seen directly measuring V_eff as a function of asing V_ref values.

This conclusion it is probed looking at curves taken incirgashe V,..; values.
These results show that whépre < V,..y + 15V charge injection takes place.
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4.2 Photon Transfer

The photon transfer technique is one of the most valuabls foo calibrating, char-
acterizing, and optimizing performance. It is used to estdmnumerous CCD param-
eters in absolute terms. These parameters include full veglacity, linearity, pixel
no uniformity, readout noise, dark current, quantum yiskhsitivity, signal-to-noise
ratio, offset and dynamic range. In the next subsectionesofithese parameters are
explained and measured. This is usually the first test pmddrin determining the
overall health of a new CCD system, because all the hardwatesaftware must be
in perfect operating order. The photon transfer curve aigesgthe constant used to
convert relative digital numbers generated by the cameecaahsolute physical units
of electrons. This very important conversion constantfisrred to as the 'camera gain
constant’, expressed imADU. The section 4.2.5 will show how the photon transfer
curves are generated and how the constant is found.

4.2.1 Photon Transfer Derivation

The schematic representation of a typical CCD camera is showrig. 28. There
are five transfer functions, three are related to the CCR1@uating QE, quantum yield
and sensitivity of the sense node of the output amplifier) tarmdassociated with the
off-chip signal processing circuitry (signal chain gairdahDC gain). The input of
the camera is given in units of incidents photons and the 6ogbut is achieved by
encoding each pixel signal into a digital number S(ADU) tinathe case of the DES
camera is 18 bits wide.

Variance of output
amplifier floor read noise

R QE L skttt Sy A A

i ! 1 2
INCIDENT | | INTERACTING ELECTRONS | DIGITAL | DIGITAL
PHOTONS | PHOTONS COLLECTED VOLTS | VOLTE MUMBER| MUMBER

| - + L Ll L

I | ncioENT INTERACTING ELECTRONS . S{ADU)
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Figure 28: CCD camera scheme.

The output signal S(ADU) that results for a given exposurépds given by:

S(ADU) = PQE]’I]Z'SUACCDAlAQ (5)
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whereP is the average number of incident photons per pigdl;; the interacting
photons per incident photon; is the quantum yield or number of electrons generated,
collected and transferred per interacting photgnis the sensitivity of the sense node
(V/le™), Accp is the output amplifier gain (V/V)4; is the gain of the signal processor
(V/V) and As is the gain of the ADC (ADU/V).

To convert the output signal ADUs into fundamental physigats, it is necessary
to find the appropriate conversion factor. The photons widlvelengths longer than
400 nm generate single™ — h™ pairs, so the quantum yield for our light range is
7; = 1. Assuming a unity quantum yield, the Eq. 5 can be written as

S(ADU) = PQE[/K = P; /K (6)

where Py is the number of interacting photons per pixé = QE;P) and1/K =
SyAccpAiAs

The constant K can now be determined by relating the outgassio its variance,
o2. The variance of Eq.6 is found using the propagation of efiaraula,

$2(ADU) = {8S(ADU)T( 2 )y {8S(ADU)T( ,

2
oP; Py 0K UK) + GR(ADU) (7)

where the variance is added of the output amplifier read rilisec?, (ADU).
Performing the required differentiation on Eq.7 and assgntihat the constant K
has a negligible variance (i.e% ~ 0), the variance ir6 (ADU) is :

02(ADU) = (op;/K)* + 0% (8)

Usingop? = Pr (photon statistics, Poisson) and Eq.7, the important essioa to
convert output noise and signal measurements in ADU dyréttb units of electrons
is

S(ADU)
K= 9
0%(ADU) — 0%(ADU) ©)
where K is the camera gain constant measured ihADU.
Assuming that read noise is also negligible;(ADU) < os )
K = LA?U) (10)
s
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4.2.2 Photon Transfer Curve and Calculation of Gain

The photon transfer curve is the response of a CCD that i»umiy illuminated at
different levels of light. It is obtained for each CCD by s&jtthe operating voltages
to the default values and taking pairs of flat fields for eagiosyre time. The exposure
time is increased and the signal level is measured in ADUissattration is reached.
The exposure time is the period when the shutter is opendtkdZ€D is exposed to
the light source. This is the standard procedure to obtaig#in for a device assuming
a fixed electronic noise and poisson statistics for the nurnbphotons as described
above.

The Pixel Response Non Uniformity (PRNU) noise results fe@amsitivity differ-
ences among pixels. Fabrication problems generate pixeghfferent responsivities.
The shot noise associated with random arrival of photorisvfoPoisson statistics,
however the PRNU noise is not governed by this statisticigatiminated by simply
subtracting, pixel by pixel, two images taken one after ttheepat the same exposure
level. The assumption that the Poisson noise of the flat fietilgns themselvesp,,
is much greater than the read noise flagy,is made too.

The photon transfer curve plots the variance of the measiitidis as a function
of the exposure time:

e Variance data?(ADU) on the ordinate axis are found by calculating the vari-
ance of an area of an image (25000 pixels in our case) after pixel-to-pixel
nonuniformity is removed subtracting two images. A factb2anust be in-
cluded in the denominator when calculating the variamgeADU), because
when two identical images are subtracted or added the ramdésa or standard
deviation of the resulting frame increases\y. The variance2(ADU) of this
differenced frame is given by:

Npix
> [Si(ADU) — S(ADU)]?
o%(ADU) = =

11
2Npix (11)
e The abscissa is proportional to the exposure time or theageatumber of inci-

dent photons and photo-generated charge per pixel elethénthe mean in an
area of an image (150100 pixels in our case) that it is the result of two averaged
images with the same exposure time.

The Fig. 29 shows an example of this curve. The data are takEerailab with
the back-illuminated CCD, s1-11, using a monochromattatlgpurce at 800nm. The
errors bar for the abscissa and ordinate values are cadubat are small to be seen in
this scale A linear fit to the data with the goodness of this fit is calcedato obtain the
camera gain constant following the Eq.10. The inverse ofytia constantl/K) is
1.29+0.01 ADU/e~. Note that the variance decreases highly when saturaticurec
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Figure 29: Photon Transfer Curve

An alternative method for obtaining this conversion fadietween electrons and
ADU is to use an image taken with an®Pe-ray source as explained in Sec. 4.3.2.

4.2.3 Readout noise

The readout noise floor is obtained by computing the spat@imean square, rms, of
the signal measured in the extended pixel region or seriisoan area of each output
channel. This quantity is measured in each pair of images/eny exposure time taken
in the photon transfer curve. It is very difficult to disergénthe noise of the external
electronic chain from the noise of the CCD on the chip amplifie it is preferred to
consider the noise of the whole electronic chain.

After measuring the gain, the readout noise is convertech famalog-to-digital
units (ADU) to electrons.
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Figure 30: Histogram of the horizontal overscan area fot &t 5.Q:s/pixel.

The readout noise depends on the readout speed. The CC@stmetat a nominal
readout speed ofis/pixel. At present at FNAL 8 electrons readout noise aréaeh
at 3.7us/pixel (a little better than the specifications on both acts). The relevant
specification requiresr < 15 e~ for a readout speed of 250 kpixel/s (corresponding
to 4 us/pixel). These specifications are satisfied but considéhiat the environment at
the telescope will be very different and probably noisieitfe@ electronics with respect
to the lab, the goal ofp < 10 e at that speed is achieved too.

An example of a histogram of overscan signal to calculatenthise is shown in
Fig. 30. The noise value is approximately 13 at 5.9 us/pixel for a test made with
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the s1-11 CCD.

4.2.4 Non linearity and full well

Nonlinearity is a measurement of the camera gain constaatfaaction of signal.
Ideally there should be no dependence. In order to obtaihitite precision that as-
tronomy and cosmology require nowadays, we need high sgtisg out to low level
signals and measurement uncertainties lower than 1%

The excellent linearity of these CCDs facilitates theseimgnents and allows im-
age subtraction and flat-fielding to eliminate the backgdsuand instrumental arti-
facts. The mean of the signal level as a function of the exygotsme is represented so
the data obtained in the photon transfer curves are alsotasgteck the linearity in
the response of the device. An example of such study is showigi 31 with a linear
fit to the data (green line).
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Figure 31: Mean as a function of exposure time

The plot in Fig. 32 shows the number of electrons calculatit tie conversion
factor or gain as a function of exposure time. In this caseltiia was collected with a
gain setting selected to match the dynamic range of the tgadectronics to approx-
imately 130000 & value (green line). The errors in the mean are calculatedutzut
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small to be represented in these plots(00-1000 ADU).
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Figure 32: Charge Collected as a function of exposure time.

The full well or well capacity is the maximum charge leveltttiae pixel can hold
and transfer. It is measured as charge level at which the G&3 $0 show a deviation
from linearity of more than 1%. The relative residuals to fih@re shown in Fig.33.
These (red lines) are betweenl% for charge levels:130000 € .
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Figure 33: Relative residuals as a function of electrons

4.2.5 Photon Transfer Curve conclusions.

In each pair of images the pedestal and the readout noisesisuresl to test the correct
operation of the camera. Both should be constant durindnalbperation time. The
pedestal is the mean value of the signal in the overscanlitba.pedestal level shows
a smooth variation of amplitude over the course of the tesiilitrequire overscan
correction to the individual frames for the linearity curve

This setup is being forced to use a long integration time UBA0 s in our tests)
for the higher signal level due to the slow shutter. This isgsadvantage on multiple
levels. Not only is the test likely to take long time, the dignef cosmic rays make it
difficult to find a clear region. Nowadays at Fermilab the &irity test is done with an
ascending and descending sequence pairs of frames of isimbegration times. This
sequence is important to study and characterize easilydtectr phenomena. The
erase mechanism is used to eliminate some detector pheaaséehe residual image
produced by the saturation of the serial register afterwatstd exposure. This makes
the charge move from it to the active region of the detectdrcauld affect the linearity
curve. For that reason the ascending and descending segjinethe photon transfer
curve is a good method to detect that phenomenon.
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4.3 X-Ray Calibration
4.3.1 Introduction

A visible or near-infrared photon, interacting with silicogenerates a singleeh™
pair. It would be instructive to observe the fate of such tetetas it is drawn in the
potential well and then transfered until its converted toatput voltage. However, cur-
rent technology does not permit accurate measurementglbfssoall charge. Instead,
CCD characterization employes relatively large numbershaftons and the resulting
data represents averages over a large number of pixels atichéed in their accuracy
by the intensity, focus and stability of the source. To aineent these requirements
x-ray illumination to supplement visible light as caliticat technique is used.

Soft x-ray photons (1 to 1000 A) have much higher energy thanisible light
photons. Absorbed by silicon, this additional energy geteemultiple e-h pairs in
the CCD. In contrast to the visible light case, the electraresgenerated in a very
small cloud diameter, essentially a near perfect pointeauiThe 5.9 keV photons
are absorbed-30 um (63% of photons are absorbeid}jo the devices and generates
a cloud of ~1620 carriers (the energy required to generate an elebibnypair is
3.65 eV/e for silicon) contained within a diameter of oy 0.4um (full width at half
maximum FWHM).

Ideally, the charge from a single x-ray photon would be catdito a single pixel
(referred to a target pixel), and the surrounding pixels i@ontain no charge. In
practice, the photon is sometimes absorbed belowthe CCplstam layer, in a field-
free region. Charge generated there diffuses into neigiggixels, an indicator of
degraded charge collection efficiency. Also, imperfectrghdransfer causes some of
the charge from the target pixel to lag during successivesteas so that an x-ray event
exhibits a tail of deferred charge. The size and shape ofdhis a sensitive indicator
of charge transfer efficiency performance, see section 4.4.

X-RAY GENERATION

A Fe® x-ray source is used for this calibration. This isotope isirently unstable
and decays into a Mn atom when a K-shell electron is quantuohargcally absorbed
by the nucleus. An x-ray is generated when an electron draps éither the L- or
M-shell to fill the empty K-shell. This action in turn produceither a K, (5.9 KeV)
or Kz (6.5KeV) x-ray with a ratio of approximately 7 to 1. This @is important to
interpret the histograms of x-ray images becaus&thés the most prominent.

4.3.2 X Ray Images and Gain Calculation

Fig. 34 presents an image of a flat field oFa&-ray events taken with the 2k
pixels pf-24-25 CCD. Each dot represents a measured etestais positioned within
the pixel in which it was detected. A source of 10C Fe® is used because it is
physically small and can be placed a few inches from the CCpréwide uniform
illumination. This is possible because the dewar used h&saln accessible from the
front face that when turned, presents the x-ray source ttroné of the CCD.
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Figure 34: Flat field image of P& x-ray events.

An alternative method for obtaining the gain of the conwargactor between elec-
trons and ADU is the F& x-ray spectrum. This technique and the technique to measure
the CTE that will be explained in section 4.4 is based on tearagtion that the energy
deposited by an x-ray hit is restricted to one pixel. BecaheeDECam detectors are
250um thick and back illuminated the charge diffusion makes gsimption of single
pixel hits non valid. The electron holes will travel sevdrahdreds:m through silicon
before they get collected in the gate structure. Dependirth® strength of the deple-
tion field and the device thickness the charge packet caadjpngt and end up in more
than four pixels. However, these CCDs can be packaged asifftominated detectors
and exposed to x-rays from the front to study CCDs with thishoe. In this case, the
x-ray generate® h* pairs close to the gate structure. Only if an x-ray hits thgeed
of the corner of one pixel, the resulting charge might spi@zat several pixels. The
charge will usually be contained in one pixel. In most cas@®n’t spread to more
than four pixels.

The Fig. 35 shows the x-ray spectrum measured for the detwittoan exposure
of 40 s. The overscan has been subtracted. The plot showsampeaks, the leftmost
one corresponding to the pedestal, only the dark countsatell in the pixel, and the
rightmost one corresponds to the 1620deposited in single pixel hits by x-ray of 5.9
keV. A less significant peak corresponding to 6.5 keV is atss

Therefore the gain is directly derived from the measurerétite mean signal of
these two peaks in the histogram of the distribution of hét&ig. 36 shows.
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Figure 35: X -ray spectrum with the overscan subtracted. heand K 3 are shown.
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Figure 36: Calculation of K and Kz peaks.

The means and root mean square obtained when a fit to a Gaofsenpeaks is
made are:

S, =1790 ADU ;05, =30 ADU

S; = 1960 ADU ;05, = 30 ADU

Knowing that the generated electrons by &nd K; lines are 1620e and 177&~
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respectively, the gain for both calculations is 11002 ADU/e . The result obtained
with the photon transfer curve for this COB K = 1.12+0.01. The measurements
made with this two methods agree at the 1 sigma level. The rethod is somewhat
more inaccurate due to charge diffusion and the uncergsiimithe calculation of the
peaks. However, it has the advantage of taking less timettirotihe gain value.

The error of the gain is very important in the determinatiéthe quantum effi-
ciency, charge diffusion and traps. The QE parameter isatie of incident photons
to generated electron-hole pairs. Thus, uncertaintieseftin or the calibration are
very significant sources of systematic errors in the measen¢s of the QE.
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4.4 Charge Transfer Efficiency

The charge transfer efficiency CTE denotes how much of thegehia one pixel actu-
ally gets transferred into the next pixel in a three phasekihg time. The importance
of this parameter is easily understood if we take as an exam@ICD with a CTE of
only 99%. In a 106100 pixels large CCD the charge of one pixel might get shifted
often as 100 times in the vertical direction before it readhe serial register. Now, if
during each clocking cycle one percent of the charge is tvgy, 0.99°° = 0.37 = 37
% of the original charge reaches the serial register.

The biggest DES devices are about 2024096 pixels. With the readout system
the whorst is the case when the charge has to be shifted 4886.tObviously such a
device would be unusable with 99% CTE. Buried channel CCpg#&lly have a CTE
of 0.99999% or higher as it is obtained in the test.

Several methods exist to measure the CTE. In this work ittsrd@ned by both the
use of a F&° source and by the extended-pixel-edge-response (EPERMeffihese
are explained with examples in Sec. 4.4.1 and Sec. 4.4.2ctggly.

4.4.1 X-Ray Transfer Method

X-ray transfer is the standard method in measuring abs@ltite performance. If the
amount of electrons which result from a x-ray photon absongs known, one can esti-
mate the CTE by simply comparing this number with the numbareasured electrons
at the readout amplifier. The most prominent feature in thayxenergy spectrum is a
5.9keV line. In most x-ray hits all of the energy is deposited one pixel. The ratio of
measured charge with respect to expected as a functionelfgmsition in the detector
charge provides the charge transfer inefficiency (CTI). yda&ned before, because of
diffusion in 250um-thick back illuminated CCD the charge is spread out. Haxev
the CTI is measured in packages built with the front side egdd2024 4096 pixels
CCDs of 65Qum thickness).

Forthetransfer plot all columns or rows are stacked together imglsiplot. The
vertical axisis expressed in ADU units. For the horizontal CTE the sigralixel is
plotted vs. the column number or number of times that thegehhas to be transferred
for one pixel to the other after the video signal is digjited For the vertical CTE the
abscissa is the row number or number of times to be transféefore being read out
at the sense node.

Fig. 37 shows théransfer plot to measure the horizontal CTE (serial CTE}tier
pf-24-25 CCD.The strong signal level seenaund 1700 ADU represents the single-
event pixel line (K, events). Signal below this dark band are x-ray events whnere t
charge was split into multiple pixels. The circles repreé¢ea mean of the position of
theK, peak, mean in ADU with the pedestal subtracted, in intergK00 columns.
The slope of the K bands gives the horizontal measure of CTE.
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Fig. 38 shows the fraction of charge measured for 5.9 keV eakas a function of
column number. A fit with the function 1-P1*x is made (blueg)n The slope (P1) is
the horizontal CTI and x is the column number. Two examplediare shown for CTI
equal to x10~° and 5<10-°. The relative values of the charge don’'t show clearly
a decrease with the column number as it will be expected anetibrs are too high
(£0.025). The data are consistent with CF¥I3x10-6 although the error in the slope
(5x107%) is great enough to say only that the CTI could be lower than® *.

The same exercise for the vertical CTI of pf-24-24 CCD givppraximately a
value of 6<10~° and also a great error in the slope<(l0—*). The results are shown
in Fig. 39 and Fig. 40
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Figure 39: Vertical x-ray transfer. ADUs in the Y-axis as adtion of row number.

The conclusion is that the errors in the slope using the xarathod are too high
and therefore one can only say that the CTI measured at théssthoperating voltage
is consistent with CTI lower than 16. The main error sources are in the calculation
of the values that distinguish between the charge depolitate x ray hits and the
pedestal value. They have a high standar deviation. Thesitifii effect that makes the
charge packet spread out could also affect to this measutsme addition, when CTE
> 0.99998 and ¥ > 1024 as in our case this method to obtain the transfer effigien
becomes imprecise (i.e. the tilt in the line is difficult to asare) [4].
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Figure 40: Vertical CTI measurement.

4.4.2 The Extended Pixel Edge Response (EPER) Method.

The method used to calculate the CTI for the back-illumid&€D is the Extended
Pixel Edge Response although the examples shown here aneaffoont illuminated
CCD to compare with the x-ray transfer results. The EPERrisegith a flat field
exposure of 10 s with the subsequent readout of a numberilifigraixels which is
more than the physical number of pixels in the CCD in ordertitaim overscan areas
in both directions. CTE is estimated by measuring the amoiuteferred charge found
in the extended pixel areas.

In the EPER plot several rows or columns are averaged togeiheduced the
noise and improve the S/N ratio in the overscan area. Thepdtiestal or overscan is
subtracted and these data are normalized to the mean vatlue jphysical pixel area.
The ordinate axis value versus the column or row number isrgiy

Si—=Soverscan

wheres; is the averaged signal en each column or 8w, the averaged signal
of the overscan region an$l is the mean signal of the physical pixel area with the
overscan subtracted. If

— Sp—Soverscan
1) = SR

where $ is the averaged signal at the first pixel in the overscan, @A from an
EPER plot is defined as
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CTE=1-CTI=1-n/Np

whereNp is 1024 for the horizontal and 4096 for vertical CTI inx24&k pixels CCD,
read with two amplifiers. The charge for the last physicaéphas to be shifted 1024
and 4096 respectively before it is readout.

4.4.3 Clock Rail Scan. CTE Results with the EPER Method.

The CTI, in practice, depends on the levels of various CCRkdo For this reason, a
single set of clock voltages for which all the CCDs pass thét€dhnical requirement
(TD. 14 in Appendix A) for both horizontal and vertical clacls found. These are the
operating voltages used.

In the Clock Rail Scan each of the four clock rails (horizéngper and lower
rail, vertical upper and lower rail) used for the charge $fanbetween pixels is varied
between 0.5V and 10 V in steps of 0.5 V. A 10 s exposure is tagerdch voltage
level. This scan is performed to verify the technical reguient on charge transfer
efficiency. The CTI for a typical device is T0at the operational voltages. Since a set of
clock levels is found that meets the requirements for ev& (his step is not strictly
necessary. However, it is useful to verify the CTE and theaaiependence on the
clock level for each CCD. The test also allows to understaedgbssible dependence
of any defect on the clock levels.

EPER plots examples are shown in Fig. 41 and Fig. 42. Thegsept the tran-
sition between the readout of the physical pixels and thesoas as a function of the
horizontal barrier H+ phase and the collecting H- phaseaetspely for one amplifier.
In both figures the error bars are represented. For a peréexdfer efficiency the tran-
sition between the exposed area (columns lower than 181henalverscan should be
perfectly sharp, going from 1 to 0 in this scale. For H- theagition is always very
sharp corresponding to a good CTE.
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Figure 41: EPER plot for H+
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Figure 42: EPER plot for H-

The CTl is calculated with the values obtained in the EPER flbe top plots of
Fig. 43 and Fig. 44 show the serial CTI as a function of theagit. The requirement
value is achieved at barriers voltages (\Righer than6 V and for all values of the
collecting voltages (H;)therefore in these CCDs the transfer efficiency is corgcbll
by the positive barrier phase. The collecting phase contited optimum full well
capacity but this last will not be studied here in detail.

The results for the operating voltages show that the CTI g@pmately equal in
both calculations, CTI = 1.9xI0+ 0.6x10 7 for H+ = 8.5V and CTl = 1.2x107+
0.5x10°7 for H-=-3.5 V.
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Figure 44: CTI and noise for H- values

At the bottom of the same figures the noise measured as adaruftthe horizontal
voltage H+ and H- is plotted. In the former the noise remaorsstant with H+ until
inversion is reached at 4V. At that point spurious chargi&éyt generated, resulting in
a noise increase. Therefore, the horizontal register imally biased out of inversion.
However, in the latter the noise remains constant for thiectahg phasesThe red line
is the value imposed by the noise requirement. Theretbeepperation of our CCDs
with the values chosen for the H+ and H- voltages at the pix used satisfy this
requirement.

For the calculation of the vertical CTI the same exercisenised See Fig. 45 and
46.
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The CTl found at operating values (V+=5.5V) is approximga8t 10~8 + 2x 108,
Because of the increment of the effective size of the pixeth®last rows the signal
increases in the last rows of the physical pixel area. Thectsf is called glowing edge
and adds imprecision in the vertical inefficiency measurgme

4.4.4 CTE conclusions

The EPER technique must be used with caution because it lataveeCTE test tool.
It does not give an absolute measurement for CTE as the xestydbes. However,
because of the high diffusion in back illuminated CCDs, tighhvalues of N and
CTE, the x-ray technique is imprecise too, therefore EPERvalid technique for our
case and will be the testing method to measure the CTE in tiduption phase.

The EPER also overestimates CTE performance, sometimeificagtly. A CCD
with a CTE problem will not show deferred charge as measuyeBRER [4]. An
example would be a CCD damaged with neutrons that genetekevel traps and
CTE degradation. The deferred charge tail is sometimesirdil@d suggesting that
CTE has been enhanced by clocking faster. But the amplitiitie alark spikes (signal
test) induced by neutrons remain constant independenvok cate. This indicate that
CTE is not improving, or the dark spike amplitude would irese. See ref. [4] for
details.

Despite the error sources in the EPER and x-ray methods théd explain the
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differences between the results obtained with both techasidor a front illuminated,
it is not possible to draw conclusions from the comparisibthese measurements due
to the high errors found in the measurement of the chargesitepoand its transfer-
ence with the x ray method. More studies (as diffusion in framd back illuminated
devices), new data and the reduction of the pedestal noidestinguish the charge
deposited by the x ray should be performed. However, evem thése improvement
plans this x ray technique could be still imprecise due tdilga Np and CTE of these
CCDs.

The CTE is a parameter that also changes with transfer rdtevei the illumina-
tion level. The effect of charge traps in the CTE is anothst tigat should be studied
in the performance of the testing station.
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5 Conclusions

The main goal of this research work is to describe and uraleish system to cool
down CCDs and to gain experience about some techniques taatbaze the LBLN
CCDs. Some examples of these tests are explained with dath tihok at Fermilab
and then analyzed. These CCDs will be employed in the Darkdyrigurvey project.

In Barcelona (IEEC, IFAE) all the tools and instrumentatibnhapter 3 was imple-
mented. That includes the mechanical construction of teadand the development
and control of the vacuum and the cooling system. Curreh#ysetup is in an initial
phase to reduce the noise levels and improve the measurenfdhthe CCD testing
methods of the chapter 4 have also been tested in Barceldhahei S-Link optical
fiber connections. But due to noise levels and other erraicesithe examples are not
shown. The important thing is that the system built and dgped in Barcelona is able
to do the tests described although further work has to be.dimeharacterize a CCD
more techniques have to be developed to satisfy the resegétiuirements and some
errors sources eliminated. For this purpose the opticapsatd electronics has to be
developed and controlled.

The noise reduction is the first task that should be done @dhdt is no easy and
requires the study of its variation with the readout speed.itAs explained in Sec.
4.2.5 an erase mechanism to eliminate the residual imagiiped by saturation of
the serial register is needed. This mechanism must be doereeskry test exposure
because could be an important error source in the lineaaltutation, for instance.

Detailed studies of the cosmetic defects in the devicesldlmperformed to com-
plete the Testing Stage 1 described in Sec. 2.3. These eaqeints are checked taking
long dark exposures, flat exposures at different light keaeld by doing charge pump-
ing to detect traps. This last defect (traps) is an error®tor the calculation of the
CTE value, for instance. For this reason, their positiorgstheir mean values should
be measured.

Further analysis should be done to characterize a CCD angletarthe Testing
Stage 2. For this purpose the measurement of the quantunedficand the diffusion
values will be performed as well as the temperature studig¢seodark current and
quantum efficiency.

The measurement of the quantum efficiency takes a long tirnause first, the
optical setup must be well calibrated and provides flat fisldges with an uniform
and parallel beam light. The diffusion value will be measuas a function of the
substrate voltage. Different methods could be used, faamt®, using a diffraction
pattern or an x ray source. The election of the method aneitsldpment could be an
interesting object of investigation.

It is very important to control automatically the instruntetion if the temperature
studies mentioned before and the rest of the testing stagtttoafs will be carried out.
Otherwise, many hours will be spent taking data.

In conclusion, all the parameters measured in this work a# understood and
satisfy the technical requirements at FNAL CCD Testing Hiese are the camera gain
constant (no requirement), the linearity, the full well dhd charge transfer efficiency.
Due to the high diffusion the use of an x ray source for the gaith CTE calculation
is not valid for the back illuminated CCDs that will populdtee camera. However,

59



it could be used as a technique to measure the diffusion $rtype of CCDs. In this
work the CTE and gain are also measured with an x ray sour@ubedhe first tests
in the initial and training phase were done with front illuraied CCDs. An example
to compare their results with other techniques that useta tigam is explained. The
results given tell us that, although the calculation of théEGs very inaccurate, the
gain result agree in both methods.

A complete report with the analysis results is done afterTisgting Stage 1 data
are taken. It is important to mention that | have been invbineghese tasks.

60



6 Acknowledgements

The work described in this document was done from June 20Q&tober 2007 at
Instituto de Ciencias del Espacio (ICE-CSIC/IEEC), Indtitde Fisica de Altas
Energias (IFAE) in Bellaterra, Barcelona and at Fermi Neld.aboratory (FNAL) in
Chicago, USA. I want to thank all people who support me there.

Especially:
Juan Estrada from FNAL who taught me all the characterimagohniques.
All the people from the Fermilab CCD Testing Group, espécigdm Diehl, Herman
Cease and Bob Angstad who explained me the cryogenic andivasystem as well
as the Tcl/Tk software to make the Monsoon system works artitsttest the CCDs
in Barcelona.
Donna Kubik who helps me with the CCD testing reports.
Vittoria Finazzi from ICE-CSIC/IEEC that help us with thevesr construction and
vacuum system in Barcelona.
Laia Cardiel from IFAE for the work with the electronics, tdewar construction and
vacuum and cryogenic system in Barcelona.
Francisco Javier Castander Serentill from ICE-CSIC/IEE® was my director.
Marino Maiorino who work with the optical instrumentationdahelp me to write this
work and to carry the heavy LINdewar to fill and cool the cryostat and people from
IFAE and ICE who supervise my work.
Josep Guerrero from ICE for the computing and Linux support.
All the partners that work in the ICE and all the others | didnéntion in person.

This work was supported in part by Ministerio de EducacionignCia (MEC),
under contract AYA2005 and AYA2006-06341, and by Genextie Cataluiia, under
contract 2005SGR00728.

61



7 Appendix A

The following table shows the technical specification fa& BES CCDs.

| Measurement | DeCam Requirement Technical Specification
QE(9,1.i,2) 60%, 75%, 60%, 659 TD.7
QE Instability <0.3%in 12-18 hrs TD.8, TD.9

QE Uniformity in focal plane| <5% in 12-18 hrs TD.10,TD.11
Full well capacity > 130.000 e- TD.2
Dark current < ~25 e-/hr/pixel TD.5
Persistence Erase mechanism TD.3

Read noise <15 e- @ 250kpix/s TD.4,TD.12
Charge Transfer Inefficiency <107° TD.6
Charge diffusion 1D o< 7.5um TD.13
Cosmetic Requirements | # Bad pixels <0.5% TD.16
Non Linearity <1% TD.1

Package Flatness See text. TD.14,TD.15

Table 3: Technical specifications for DES CCDs.
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8 Part List

| INSTRUMENT | MODEL NUMBER |
Turbomolecular pump TMU 071 P Pfeiffer
Diaphragm pump MVP 015-4 Pfeiffer
Vacuum gauge PKR251 Pfeiffer Compact Full Range
Flow meter RMA-13-SSV
Relief Valve Circle Seal Controls 200 Series 1”

Temperature Controlley Lakeshore Temperature Controller 332S
Temperature Sensor| Lakeshore DT-471-ET Silicon Diode
Heater Lakeshore HTR-25-100 Heater Cartridge
Sensor wire non-magnetic wire 32 AWG

Table 4: Vacuum and cryogenic instrumentation.

| INSTRUMENT | MoDEL NUMBER |
Lamp Quartz Tungsten Halogen lamp
Power Supplies for Lamp Newport 68938
Filter Wheel Newport Oriel 74040
Condensing Lens Assembly Newport 60076
Electronic Shutter Newport 68938
Integrating Sphere Newport Oriel 70451
Baffle Fermilab

Table 5: Optical Instrumentation at Fermilab.

The Tab.5 list the instrumentation at Fermilab becaused$tedata used in this work
were taken from there.
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